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Overview

© TCP/IP communication protocols
@ Congestion control and network utility maximization

© Congestion control with Markovian multipath routing
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TCP/IP — Single path routing

e Communication network G = (N, A)
@ Each source s € S transmits packets from origin o to destination ds

@ At which rate? Along which route?

IP routers
€53

TCP Switches
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Congestion measures: link delays / packet loss

Switch/Router

Input VoQ Output Memory
Memory

ﬂ = NN
Crossbar
: X

Input VoQ Output Memory

Memo
ﬂ Scheduler

e Links have random delays A, = X\, + €, with E(e;) =0

X2 = Queuing + Transmission + Propagation

o Finite queuing buffers = packet loss probability p,
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TCP/IP — Current protocols

e Route selection (RIP/OSPF/IGRP/BGP/EGP)
Dynamic adjustment of routing tables
Slow timescale evolution (15-30 seconds)
Network Layer 3

e Rate control (TCP Reno/Tahoe/Vegas)
Dynamic adjustment of source rates — congestion window
Fast timescale evolution (100-300 milliseconds)
Transport Layer 4
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TCP — Congestion window control

Packets —
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TCP — Congestion window

Packets «<— Acks

control
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TCP — Congestion control

Sources adjust transmission rates in response to congestion

Basic principle: higher congestion < smaller rates

Xs @ source transmission rate [packets/sec]
Aa o link congestion measure (loss pbb, queuing delay)
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TCP — Congestion control

Sources adjust transmission rates in response to congestion
Basic principle: higher congestion < smaller rates

Xs @ source transmission rate [packets/sec]
Aa o link congestion measure (loss pbb, queuing delay)

Ya =D 55 %s (aggregate link loads)
Gs = Y ,esAa  (end-to-end congestion)
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TCP — Congestion control

Sources adjust transmission rates in response to congestion
Basic principle: higher congestion < smaller rates

Xs @ source transmission rate [packets/sec]
Aa o link congestion measure (loss pbb, queuing delay)

Ya =D 55 %s (aggregate link loads)
Gs = Y ,esAa  (end-to-end congestion)

Decentralized algorithms

xtHl = Fy(xt,qt) (TCP - source dynamics)
AL = Go(AL, vE)  (AQM - link dynamics)
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Example: TCP-Reno / packet loss probability

AIMD control

Wit — WE+1 if WE packets are successfully transmitted
s [WE/2] one or more packets are lost (duplicate ack'’s)

t

s

= J[,es(1—pL) = success probability (per packet)
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Example: TCP-Reno / packet loss probability
AIMD control

Wit — WE+1 if WE packets are successfully transmitted
s [WE/2] one or more packets are lost (duplicate ack'’s)

7t = [[,es(1—p%) = success probability (per packet)

Additive congestion measure

qs £ - In(7¢) =gt =Y. A
N2 —in(1—py) [ 7T et
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Example: TCP-Reno / packet loss probability
AIMD control

Wit — WE+1 if WE packets are successfully transmitted
s [WE/2] one or more packets are lost (duplicate ack'’s)

7t = [[,es(1—p%) = success probability (per packet)

Additive congestion measure

qs £ - In(7¢) =gt =Y. A
N2 —in(1—py) [ 7T et

Approximate model for rate dynamics

E(W T IWE) ~ e W (W) 4 1) + (1 e %) W /2]

t+1 _ 1 —Tsqixt( t 2yt
= | X —X5+275[e qus(Xs—'—T—s) x¢
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Example: AQM / Droptail — RED-REM
Marking probability on links controlled by AQM

ps = wa(r3)
as a function of the link’s average queue length

ritl = (1—a)rf +all

Maridng prosnsilty

o 50 100 50 200 260
congestion meausie

Loss probability vs. average queue length
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Network Utility Maximization

o Kelly, Maullo and Tan (1998) proposed an optimization-based model
for distributed rate control in networks.

@ Low, Srikant, etc. (1999-2002) showed that current TCP/AQM
control algorithms solve an implicit network optimization problem.

@ During last decade, the model has been used and extended to study
the performance of wired and wireless networks.
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Steady state equations

xH = F(xt, qb) (TCP - source dynamics)
AL = Gy, yD) (AQM — link dynamics)
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Steady state equations

xs = Fs(xs,9s) (TCP — source equilibrium)
Aa = Gi(Aa,ya) (AQM - link equilibrium)
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Steady state equations

xs = Fs(xs,9s) (TCP — source equilibrium)
Aa = Gi(Aa,ya) (AQM - link equilibrium)

0

xs = 15(qs) (decreasing)
Ao = a(ys)  (increasing)
ds = Zaes )‘3

)/a = ZSSQ XS
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Steady state equations

xs = Fs(xs,9s) (TCP — source equilibrium)
Aa = Gi(Aa,ya) (AQM - link equilibrium)

0

xs = fs(qs) (decreasing)

Aa =1a(ya)  (increasing) o Xs = f(D5es Aa)
qs = Zaes )\a a - 1/}3(2533 )
Ya = Zsaa Xs
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Examples

TCP-Reno | (loss probability)

g = fillx) = Tslxs In

Aa = wa()/a) S Cffyj,a
TCP-Vegas | (queueing delay)

as = fs_l(Xs) £ O:T:S

Aa = wa(}/a) £ Ca%aﬁ
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Steady state — Primal optimality

Xs =fs (Zaes 3)
a = @ba(zsaa S)

fit (%) = Yaes Ao = Paes Va(Dusa Xu)
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Steady state — Primal optimality

Xs =fs (Zaes 3)
Aa = a5, %s)

fit (%) = Yaes Ao = Paes Va(Dusa Xu)

= optimal solution of strictly convex program

(P) [min > ics Us(xs) + 2aca Va(Dsza %)
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Steady state — Dual optimality

Xs = f;(zaES)‘ )
Aa = 1a(D5, %)

71(>‘8) = Esaa Zsaa (Zbes >‘b)

(@ISR TP EL I (UL SEEC I NGV Congestion control with multipath routing 16 / 27



Workshop on Optimization, Games and Dynamics IHP, Paris, 28-29 Novembre 2011

Steady state — Dual optimality

Xs = f;(zaES)‘ )
Aa = ¥a(D52 %)

wz:l()‘a) = Esaa - Zsaa (ZbES )‘b)

= optimal solution of strictly convex program

(D) m)\in Y oacaVa(Aa) + D ces Us (D .cs Aa)
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Theorem (Low'2003)

Xs = fS(ZaGs Aa)
)\a = wa(zsaa XS)

x and X are optimal solutions
for (P) and (D) respectively
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Theorem (Low'2003)

Xs = fS(Zaes Aa)
)\a = wa(zsaa XS)

x and X are optimal solutions
for (P) and (D) respectively

Relevance:

@ Reverse engineering of existing protocols / forward engineering (fs, 1)

@ Design distributed stable protocols to optimize prescribed utilities

@ Flexible choice of congestion measure gs
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Theorem (Low'2003)

Xs = fS(ZaGs Aa)
)\a = wa(zsaa XS)

x and X are optimal solutions
for (P) and (D) respectively

Relevance:

@ Reverse engineering of existing protocols / forward engineering (fs, 1)

@ Design distributed stable protocols to optimize prescribed utilities

@ Flexible choice of congestion measure gs

Limitations:

@ Ignores delays in transmission of congestion signals

@ Improper account of stochastic phenomena

@ Single-path routing
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Markovian Network Utility Maximization (MNUM)

Increase transmission rates: single path — multi-path
Goal: design distributed TCP protocols with multi-path routing

Packet-level protocol that is stable and satisfies optimality criteria

Model based on the notion of Markovian traffic equilibrium
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MNUM: integrated routing & rate control

@ Cross-layer design: routing + rate control

@ Based on a common congestion measure: delay
@ Link random delays X, = \s + €, with E(es) =0

As = Queuing + Transmission + Propagation

Input VoQ
Memory

S

Input VoQ

Central
Crossbar

X

Output Memory

M
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MNUM: Markovian multipath routing

At switch i, packets headed to destination d are routed through the
outgoing link a € Afr that minimizes the “observed” cost-to-go

~d _ 3 d
T = min,cp Aa+T;
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MNUM: Markovian multipath routing

At switch i, packets headed to destination d are routed through the
outgoing link a € Afr that minimizes the “observed” cost-to-go

Markov chain with transition matrix

P,‘,f: P(NgSNg’VbEA:—"F) ifi:iaaj:ja
v otherwise
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Expected flows (invariant measures)

The flow (ﬁf’ entering node i and directed towards d

¢,d = ZOs:i Xs + ZaGAf Vg

ds=d

splits among the outgoing links a = (7, j) according to
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Expected costs

Letting zd = E(29) and 77 = E(77), we have

Zg =X+ Tf:
Tid = ‘P?(Zd)

with

£9(2%) £ E(minep0 (28 + )
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Expected costs

Letting zd = E(29) and 77 = E(77), we have

Zg =X+ Tf:
Tid = ‘P?(Zd)

with
@?(29) £ E(min,ca+ [25 + €5])
Moreover J
0°
P2 <2 vbeAT) = 50

22 /27
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Markovian NUM — Definition

xs = fs(gs)  (source rate control)

Aa = ¥a(ya)  (link congestion)

Ya=>4vd (total link flows)
(

Qs = Ts — TSO end-to-end queuing delay)

where 75, = Tg’; with expected costs given by

)\—i—T
(2Q) { ¢ =of(z )

and expected flows v¥ satisfying

- ¢7:Z§5 éxs+za€A vd Vi#d

= o7 95(2%) Vae Af
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MNUM Characterization: Dual problem

o (ZQ) defines implicitly zZ and 7¢ as concave functions of A
e xs = f5(qs) with gs = Tg:()\) — Tg:()\o) yields xs as a function of A
o (FC) then defines v as functions of A

MNUM conditions < ;1 (\5) = ya = > 4 vI(N)

Theorem
MNUM < optimal solution of the strictly convex program

(D) min Do Vi(ha) + ) Ui(as(N)

acA seS
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MNUM Characterization: Primal problem

Theorem
MNUM & optimal solution of

min ZU xs)+ ) Walya) + D x(v

P
(xy.v)e acA deD
where
d
=sup ) (pf(z%) - Z)v;
z9 acA

and P is the polyhedron defined by flow conservation constraints.
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SUMMARY
@ Described an optimization model for TCP/IP equilibrium rates
o Model extended to multipath routing & rate control (MNUM)
@ Inspired from packet-level distributed protocols

@ Implementable under current TCP/IP standards
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SUMMARY
Described an optimization model for TCP/IP equilibrium rates
Model extended to multipath routing & rate control (MNUM)

Inspired from packet-level distributed protocols

Implementable under current TCP/IP standards

FUTURE WORK
Simulation and testing of MNUM-based protocols
Investigate stochastic-stability of protocols

Investigate delay-stability of protocols

ECN mechanisms for congestion signals
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