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#### Abstract

We investigate the modeling and the numerical solution of machine learning problems with prediction functions which are linear combinations of elements of a possibly infinite dictionary of functions. We propose a novel flexible composite regularization model, which makes it possible to incorporate various priors on the coefficients of the prediction function, including sparsity and hard constraints. We show that the estimators obtained by minimizing the regularized empirical risk are consistent in a statistical sense, and we design an error-tolerant composite proximal thresholding algorithm for computing such estimators. New results on the asymptotic behavior of the proximal forward-backward splitting method are derived and exploited to establish the convergence properties of the proposed algorithm. In particular, our method features a $o(1 / m)$ convergence rate in objective values.
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## 1 Introduction

A central task in data science is to extract information from collected observations. Optimization procedures play a central role in the modeling and the numerical solution of data-driven information extraction problems. In the present paper, we consider the problem of learning from examples within the framework of linear models [5,21, 23]. The goal is to estimate a functional relation $f$ from an input set $\mathscr{X}$ into an output set $\mathscr{Y} \subset \mathbb{R}$. The data set consists of the observation of a finite number of realizations $z_{n}=\left(x_{i}, y_{i}\right)_{1 \leqslant i \leqslant n}$ in $\mathscr{X} \times \mathscr{Y}$ of independent input/output random pairs with an unknown common distribution $P$. We adopt a linear model, i.e., we assume that the target function $f$ can be approximated by estimators of the form

$$
\begin{equation*}
f_{u}: \mathscr{X} \rightarrow \mathbb{R}: x \mapsto \sum_{k \in \mathbb{K}} \mu_{k} \phi_{k}(x) \tag{1.1}
\end{equation*}
$$

where $\mathbb{K}$ is at most countable, $u=\left(\mu_{k}\right)_{k \in \mathbb{K}} \in \ell^{2}(\mathbb{K})$, and $\left(\phi_{k}\right)_{k \in \mathbb{K}}$ is a family of bounded measurable functions from $\mathscr{X}$ to $\mathbb{R}$; such a family is called a dictionary, and its elements are called features. Ideally, one could measure the performance of an estimator $f_{u}$ by the quadratic risk

$$
\begin{equation*}
R\left(f_{u}\right)=\int_{\mathscr{X} \times \mathscr{Y}}\left|f_{u}(x)-y\right|^{2} d P(x, y) \tag{1.2}
\end{equation*}
$$

but this risk is not accessible as $P$ is unknown. Thus, based on the available data, $R$ is replaced by the empirical risk $R_{n}\left(f_{u}\right)=(1 / n) \sum_{i=1}^{n}\left|f_{u}\left(x_{i}\right)-y_{i}\right|^{2}$. However, the direct minimization of $R_{n}\left(f_{u}\right)$ with respect to $u \in \ell^{2}(\mathbb{K})$ leads in general to estimators that may not be consistent, that is they do not approach the minimizer of the true risk (1.2) as the sample size $n$ becomes arbitrarily large. Therefore, regularization is needed to restore consistency $[19,21]$. In our approach, the estimator $f_{\widehat{u}_{n, \lambda}}$ is computed via the approximate minimization of the convex regularized empirical risk

$$
\begin{equation*}
\widehat{u}_{n, \lambda} \in \operatorname{Argmin}_{u \in \ell^{2}(\mathbb{K})}^{\varepsilon_{n}}\left(\frac{1}{n} \sum_{i=1}^{n}\left|f_{u}\left(x_{i}\right)-y_{i}\right|^{2}+\lambda \sum_{k \in \mathbb{K}} g_{k}\left(\mu_{k}\right)\right), \tag{1.3}
\end{equation*}
$$

where $\varepsilon_{n} \in \mathbb{R}_{++}$accounts for the precision with which the minimization is performed, $\lambda \in \mathbb{R}_{++}$is the regularization parameter, and the convex functions $\left(g_{k}\right)_{k \in \mathbb{K}}$ enforce or promote prior knowledge on the coefficients $\left(\mu_{k}\right)_{k \in \mathbb{K}}$ of the decomposition of the target function $f$ with respect to the dictionary. Our objective is to select a family of regularizers $\left(g_{k}\right)_{k \in \mathbb{K}}$ that model a broad range of prior knowledge and, at the same time, lead to implementable solution algorithms that produce consistent estimators. To satisfy this dual objective, we shall focus our attention on the following flexible composite model: each function $\left.\left.g_{k}: \mathbb{R} \rightarrow\right]-\infty,+\infty\right]$ is of the form

$$
\begin{equation*}
\left.\left.g_{k}=l_{C_{k}}+\sigma_{D_{k}}+h_{k}, \quad h_{k}-\eta|\cdot|^{r} \in \Gamma_{0}^{+}(\mathbb{R}), \quad r \in\right] 1,2\right], \quad \eta \in \mathbb{R}_{++}, \tag{1.4}
\end{equation*}
$$

where $l_{C_{k}}$ is the indicator function of a closed interval $C_{k} \subset \mathbb{R}, \sigma_{D_{k}}$ is the support function of a closed bounded interval $D_{k} \subset \mathbb{R}, \eta \in \mathbb{R}_{++}$, and $h_{k}: \mathbb{R} \rightarrow \mathbb{R}_{+}$is convex and such that $h_{k}(0)=0$. In (1.4), the role of $C_{k}$ is to explicitly enforce hard constraints on the coefficients and the role of $D_{k}=\left[\underline{\omega}_{k}, \bar{\omega}_{k}\right]$ is to select the thresholding interval in which the coefficients are set to zero. Note that we have no restriction on the end points $\underline{\omega}_{k}$ and $\bar{\omega}_{k}$, and thus sparsity can for instance be activated only for positive coefficients by setting $\underline{\omega}_{k}=0$ and $\bar{\omega}_{k}>0$ (see Figure 2 and Remark 6(v)). Finally, $h_{k}$ provides stability and will be seen to be instrumental in guaranteeing consistency. This function plays a role similar to that of the square function in elastic net formulations [38,16]. In particular it can assume the form of an $\ell^{r}(1<r<2)$ term in the regularizer, which provides stability [16, Remark 1], has proved to be effective in sparsity-based regularization [25], and reduces the shrinkage of the nonzero coefficients with respect to $\ell^{2}$ [38] (see Figure 1). Note that model (1.3)-(1.4) refines that considered in [9], where the $C_{k}$ 's are not explicitly considered, the $D_{k}$ 's are assumed to satisfy the condition $\cap_{k \in \mathbb{K}} D_{k} \supset[-\omega, \omega]$, with $\omega>0$, and the $h_{k}$ 's are assumed differentiable. This flexible model unifies several statistical estimation techniques, such as ridge regression [23,24], elastic net [16,38], bridge regression [22], and generalized Gaussian models [1]. Applications that may benefit from the special composite structure of (1.3)-(1.4) are those based on feature selection, for instance in genomic data analysis, see $[17,30,38]$.

The main objective of our paper is to investigate statistical and algorithmic aspects of the estimators based on (1.3)-(1.4). Our main contributions are the following:

- For suitable sequences of vanishing regularization parameters $\left(\lambda_{n}\right)_{n \in \mathbb{N}}$, we prove the consistency of the estimators $\left(f_{\widehat{u}_{n, \lambda_{n}}}\right)_{n \in \mathbb{N}}$ as $n \rightarrow+\infty$, as well as the convergence of the coefficients $\left(\widehat{u}_{n, \lambda_{n}}\right)_{n \in \mathbb{N}}$ in $\ell^{r}(\mathbb{K})$, meaning that they converge to the corresponding minimizers of the true integral risk over the constraint set. This generalizes in particular the results pertaining to the elastic net framework [16], possibly obtaining, by a suitable choice of the $h_{k}$ 's, a sparser pattern of features and a reduced shrinkage effect on the nonzero coefficients. Moreover, our statistical model has the following additional new features: (a) it allows for hard constraints on the coefficients; and (b) the thresholding operation can be performed over any bounded interval.
- We establish new minimizing properties for an error-tolerant forward-backward splitting algorithm in Hilbert spaces. In particular, we establish a $o(1 / m)$ rate of convergence for the objective function values in the presence of variable proximal parameters, relaxations, and computational errors. These results improve on the state of the art, which, when dealing with convergence in objective function values, considers the non-relaxed version and covers either the error free-case [4, 15], or convergence only in an ergodic sense [32].
- We provide a procedure for the inexact computation of the proximity operators of regularizers of the form given in (1.3)-(1.4), which generates approximations amenable by the proposed error-tolerant forward-backward algorithm. This leads to a fully implementable proximal thresholding gradient algorithm for the computation of the estimators $f_{\widehat{u}_{n, \lambda}}$ that features a worst-case $o(1 / m)$ rate of convergence of the objective values.

The paper is organized as follows. In Section 2, we set the problem formally and present the main results concerning the statistical and algorithmic issues pertaining to the proposed estimators. Section 3 is devoted to proving the consistency of the estimators, which is stated in Theorem 2. In Section 4, we prove Theorem 3, which concerns the asymptotic behavior of an error-tolerant proximal forward-backward splitting algorithm, and Theorem 5, which specifically deals with the structure considered in (1.3)-(1.4). Additional properties of the regularizers defined in (1.3) are studied in Appendices A and B.
Notation. $\mathbb{N}^{*}=\mathbb{N} \backslash\{0\}, \mathbb{R}_{+}=\left[0,+\infty\left[\right.\right.$, and $\left.\mathbb{R}_{++}=\right] 0,+\infty[$. Throughout, $\mathbb{K}$ is an at most countably infinite index set. We denote by $\left(e_{k}\right)_{k \in \mathbb{K}}$ the canonical orthonormal basis of $\ell^{2}(\mathbb{K})$. The canonical norm of $\ell^{r}(\mathbb{K})$ is denoted by $\|\cdot\|_{r}$. Moreover, if $u$ and $v$ denote sequences in $\ell^{r}(\mathbb{K})$, their $k$ th components are respectively denoted by the Greek letters $\mu_{k}$ and $v_{k}$. Let $\mathscr{H}$ be a real Hilbert space. We denote by $\langle\cdot \mid \cdot\rangle$ and $\|\cdot\|$ the scalar product and the associated norm of $\mathscr{H}$. The set of proper lower semicontinuous convex functions from $\mathscr{H}$ to $]-\infty,+\infty]$ is denoted by $\Gamma_{0}(\mathscr{H})$, and the subset of $\Gamma_{0}(\mathscr{H})$ of functions valued in $[0,+\infty]$ by $\Gamma_{0}^{+}(\mathscr{H})$. Let $\varphi \in \Gamma_{0}(\mathscr{H})$. The subdifferential of $\varphi$ at $u \in \mathscr{H}$ is $\partial \varphi(u)=\left\{u^{*} \in \mathscr{H} \mid(\forall v \in \mathscr{H}) \varphi(u)+\left\langle v-u \mid u^{*}\right\rangle \leqslant \varphi(v)\right\}$ and, for every $\varepsilon \in \mathbb{R}_{++}, \operatorname{Argmin}_{\mathscr{H}}^{\varepsilon} \varphi=\{u \in \mathscr{H} \mid \varphi(u) \leqslant \inf \varphi(\mathscr{H})+\varepsilon\}$. Let $\delta \in \mathbb{R}_{++}$. The $\delta$-subdifferential of $\varphi$ at $u \in \mathscr{H}$ is

$$
\begin{equation*}
\partial_{\delta} \varphi(u)=\left\{u^{*} \in \mathscr{H} \mid(\forall v \in \mathscr{H}) \varphi(u)+\left\langle v-u \mid u^{*}\right\rangle \leqslant \varphi(v)+\delta\right\} . \tag{1.5}
\end{equation*}
$$

Let $\mathscr{D}$ be a nonempty subset of $\mathscr{H}$. The indicator function of $\mathscr{D}$ is denoted by $\boldsymbol{l}_{\mathscr{D}}$ and the support function of $\mathscr{D}$ is $\left.\left.\sigma_{\mathscr{D}}: \mathscr{H} \rightarrow\right]-\infty,+\infty\right]: u \mapsto \sup _{v \in \mathscr{D}}\langle v \mid u\rangle$. Let $u \in \mathscr{H}$. Then $\operatorname{prox}_{\varphi} u=\operatorname{argmin}_{v \in \mathscr{H}}\left(\varphi(v)+(1 / 2)\|u-v\|^{2}\right)$ [27]. Suppose that $\mathscr{D}$ is a nonempty, closed, and convex subset of $\mathscr{H}$. Then $\operatorname{prox}_{{ }_{\mathscr{D}}}=\operatorname{proj}_{\mathscr{D}}$ is the projection operator onto $\mathscr{D}$, and $\operatorname{prox}_{\sigma_{\mathscr{D}}}=\mathrm{Id}-\operatorname{proj}_{\mathscr{D}}=\operatorname{soft}_{\mathscr{D}}$ is the soft-thresholder with respect to $\mathscr{D}$. For background on convex analysis and optimization, see [3].

## 2 Problem setting and main results

The following assumption will be made in our main results.

Assumption $1\left(\mathscr{X}, \mathfrak{A}_{\mathscr{X}}\right)$ is a measurable space, $\mathscr{Y} \subset \mathbb{R}$ is a nonempty bounded interval, and $b=\sup _{y \in \mathscr{Y}}|y|$. Moreover, $P$ is a probability measure on $\mathscr{X} \times \mathscr{Y}$ with marginal $P_{\mathscr{X}}$ on $\mathscr{X}$. The risk is

$$
\begin{equation*}
R: L^{2}\left(P_{\mathscr{X}}\right) \rightarrow \mathbb{R}_{+}: f \mapsto \int_{\mathscr{X} \times \mathscr{Y}}|f(x)-y|^{2} \mathrm{~d} P(x, y) \tag{2.1}
\end{equation*}
$$

and $\left(\phi_{k}\right)_{k \in \mathbb{K}}$ is a family of measurable functions from $\mathscr{X}$ to $\mathbb{R}$ such that, for some $\kappa \in \mathbb{R}_{++}$,

$$
\begin{equation*}
(\forall x \in \mathscr{X}) \quad \sum_{k \in \mathbb{K}}\left|\phi_{k}(x)\right|^{2} \leqslant \kappa^{2} \tag{2.2}
\end{equation*}
$$

The feature map is

$$
\begin{equation*}
\Phi: \mathscr{X} \rightarrow \ell^{2}(\mathbb{K}): x \mapsto\left(\phi_{k}(x)\right)_{k \in \mathbb{K}} \tag{2.3}
\end{equation*}
$$

and

$$
\begin{equation*}
A: \ell^{2}(\mathbb{K}) \rightarrow L^{2}(P \mathscr{X}): u=\left(\mu_{k}\right)_{k \in \mathbb{K}} \mapsto f_{u}=\sum_{k \in \mathbb{K}} \mu_{k} \phi_{k} \text { (pointwise). } \tag{2.4}
\end{equation*}
$$

In addition,
(a) $\left(C_{k}\right)_{k \in \mathbb{K}}$ is a family of closed intervals in $\mathbb{R}$ such that $0 \in \bigcap_{k \in \mathbb{K}} C_{k}$.
(b) $\left(h_{k}\right)_{k \in \mathbb{K}}$ is a family in $\Gamma_{0}^{+}(\mathbb{R})$ such that $(\forall k \in \mathbb{K}) h_{k}(0)=0$ and $h_{k}-\eta|\cdot|^{r} \in \Gamma_{0}^{+}(\mathbb{R})$ for some $r \in] 1,2]$ and $\eta \in \mathbb{R}_{++}$.
(c) $\left(D_{k}\right)_{k \in \mathbb{K}}$ is a family of nonempty closed bounded intervals in $\mathbb{R}$ such that $\sum_{k \in \mathbb{K}}\left|\left(\inf D_{k}\right)_{+}\right|^{r^{*}}<+\infty$ and $\sum_{k \in \mathbb{K}}\left|\left(\inf D_{k}\right)_{-}\right| r^{*}<+\infty$.

We define

$$
\left\{\begin{array}{l}
(\forall k \in \mathbb{K}) \quad g_{k}=l_{C_{k}}+\sigma_{D_{k}}+h_{k}  \tag{2.5}\\
F=R \circ A: \ell^{2}(\mathbb{K}) \rightarrow \mathbb{R} \\
\left.\left.G: \ell^{2}(\mathbb{K}) \rightarrow\right]-\infty,+\infty\right]: u \mapsto \sum_{k \in \mathbb{K}} g_{k}\left(\mu_{k}\right) \\
\left.\mathscr{C}=\overline{A\left(\ell^{2}(\mathbb{K}) \cap \times_{k \in \mathbb{K}} C_{k}\right)} \quad \text { (closure is taken in } L^{2}\left(P_{\mathscr{X}}\right)\right)
\end{array}\right.
$$

$\left(X_{i}, Y_{i}\right)_{i \in \mathbb{N}}$ is a sequence of i.i.d. random variables, on an underlying probability space $(\Omega, \mathfrak{A}, \mathrm{P})$, taking values in $\mathscr{X} \times \mathscr{Y}$ and distributed according to $P$. For every $n \in \mathbb{N}^{*}$, $Z_{n}=\left(X_{i}, Y_{i}\right)_{1 \leqslant i \leqslant n}$. The sequence $\left(\varepsilon_{n}\right)_{n \in \mathbb{N}}$ is in $[0,1]$ and $\varepsilon_{n} \rightarrow 0$ as $n \rightarrow+\infty$. Moreover, for every $n \in \mathbb{N}^{*}$, every $\lambda \in \mathbb{R}_{++}$, and every training set $z_{n}=\left(x_{i}, y_{i}\right)_{1 \leqslant i \leqslant n} \in(\mathscr{X} \times \mathscr{Y})^{n}$

$$
\begin{equation*}
\widehat{u}_{n, \lambda}\left(z_{n}\right) \in \operatorname{Argmin}_{u \in \ell^{2}(\mathbb{K})}^{\varepsilon_{n}}\left(\frac{1}{n} \sum_{i=1}^{n}\left|f_{u}\left(x_{i}\right)-y_{i}\right|^{2}+\lambda G(u)\right) . \tag{2.6}
\end{equation*}
$$

## Remark 1

(i) The conditions on the sequences $\left(\left(\inf D_{k}\right)_{+}\right)_{k \in \mathbb{K}}$ and $\left(\left(\max D_{k}\right)_{-}\right)_{k \in \mathbb{K}}$ given in Assumption 1(c) ensure that $G \in \Gamma_{0}\left(\ell^{2}(\mathbb{K})\right)$. Moreover, $\operatorname{dom} G \subset \ell^{r}(\mathbb{K})$ and $G$ is bounded from below and coercive (see Lemma 7).
(ii) It follows from (2.2) that $A$ is a bounded linear operator such that $\|A\| \leqslant \kappa$ and $\operatorname{ran} A \subset L^{\infty}\left(P_{\mathscr{X}}\right)$. Moreover, when viewed as an operator from $\ell^{2}(\mathbb{K})$ to $\mathbb{R}^{\mathscr{X}}, A$ is continuous with respect to the topology of the pointwise convergence on $\mathbb{R}^{\mathscr{X}}$. The feature map $\Phi$ and $A$ are connected via the identities

$$
\begin{equation*}
(\forall k \in \mathbb{K})(\forall x \in \mathscr{X}) \quad\left\langle\Phi(x) \mid e_{k}\right\rangle=\left(A e_{k}\right)(x) . \tag{2.7}
\end{equation*}
$$

In [16, Proposition 3] it is shown that $\operatorname{ran} A$ can be endowed with a reproducing kernel Hilbert space structure for which $A$ becomes a partial isometry, and the corresponding reproducing kernel is

$$
\begin{equation*}
K: \mathscr{X} \times \mathscr{X} \rightarrow \mathbb{R}:\left(x, x^{\prime}\right) \mapsto \sum_{k \in \mathbb{K}} \phi_{k}(x) \phi_{k}\left(x^{\prime}\right) . \tag{2.8}
\end{equation*}
$$

In the above setting, the goal is to minimize the risk $R$ of (2.1) on the closed convex subset $\mathscr{C}$ of $L^{2}\left(P_{\mathscr{X}}\right)$ using the $n$ i.i.d. observations $Z_{n}=\left(X_{i}, Y_{i}\right)_{1 \leqslant i \leqslant n}$. In this respect, recall that the regression function $f^{\dagger}$ is the minimizer of the risk on $L^{2}\left(P_{\mathscr{X}}\right)$ [23] and that

$$
\begin{equation*}
\left(\forall f \in L^{2}\left(P_{\mathscr{X}}\right)\right) \quad R(f)-\inf R\left(L^{2}\left(P_{\mathscr{X}}\right)\right)=\left\|f-f^{\dagger}\right\|_{L^{2}}^{2} \tag{2.9}
\end{equation*}
$$

This means that minimizing $R$ on $L^{2}\left(P_{\mathscr{X}}\right)$ is equivalent to approximating the regression function $f^{\dagger}$. In our constrained setting, the solution to the regression problem on $\mathscr{C}$ results in a target function $f_{\mathscr{C}}$ with the following properties.

Proposition 1 Suppose that Assumption 1 is in force. Then there exists a unique $f_{\mathscr{C}} \in$ $\mathscr{C}$ such that $R\left(f_{\mathscr{C}}\right)=\inf R(\mathscr{C})$. Moreover, the following hold:
(i) $f_{\mathscr{C}}$ is the projection of $f^{\dagger}$ onto $\mathscr{C}$ in $L^{2}\left(P_{\mathscr{X}}\right)$.
(ii) $(\forall f \in \mathscr{C})\left\|f-f_{\mathscr{C}}\right\|_{L^{2}}^{2} \leqslant R(f)-\inf R(\mathscr{C})$.
(iii) $(\forall f \in \mathscr{C}) R(f)-\inf R(\mathscr{C}) \leqslant 2\left[\left(\left\|f-f_{\mathscr{C}}\right\|_{L^{2}}+\sqrt{\inf R(\mathscr{C})-\inf R\left(L^{2}\left(P_{\mathscr{X}}\right)\right)}\right)^{2}\right.$

$$
\left.+\inf R\left(L^{2}\left(P_{\mathscr{X}}\right)\right)\right]^{1 / 2}\left\|f-f_{\mathscr{C}}\right\|_{L^{2}}
$$

Proposition 1 states that, as in the unconstrained case, minimizing the risk over $\mathscr{C}$ is still equivalent to approaching $f_{\mathscr{C}}$ in $L^{2}\left(P_{\mathscr{X}}\right)$. It is worth noting that we do not assume that $f_{\mathscr{C}}=f_{u}$ for some $u \in \operatorname{dom} G$, since the infimum of $R$ on $A(\operatorname{dom} G)$ may not be attained. A consistent learning scheme generates a random variable $\widehat{u}_{n, \lambda_{n}}\left(Z_{n}\right)$, taking values in $\ell^{2}(\mathbb{K})$, from $n$ i.i.d. observations $Z_{n}=\left(X_{i}, Y_{i}\right)_{1 \leqslant i \leqslant n}$, so that the resulting sequence of random functions $\left(\hat{f}_{n}\right)_{n \in \mathbb{N}}=\left(A \widehat{u}_{n, \lambda_{n}}\left(Z_{n}\right)\right)_{n \in \mathbb{N}}$ is weakly consistent in the sense that

$$
\begin{equation*}
R\left(\hat{f}_{n}\right) \rightarrow \inf R(\mathscr{C}) \text { in probability, i.e., }\left\|\hat{f}_{n}-f_{\mathscr{C}}\right\|_{L^{2}} \rightarrow 0 \text { in probability, } \tag{2.10}
\end{equation*}
$$

or strongly consistent in the sense that

$$
\begin{equation*}
R\left(\hat{f}_{n}\right) \rightarrow \inf R(\mathscr{C}) \quad \text { P-a.s., i.e., }\left\|\hat{f}_{n}-f_{\mathscr{C}}\right\|_{L^{2}} \rightarrow 0 \quad \text { P-a.s.. } \tag{2.11}
\end{equation*}
$$

Next, we provide sufficient conditions on the regularization parameters $\left(\lambda_{n}\right)_{n \in \mathbb{N}}$ and on the errors $\left(\varepsilon_{n}\right)_{n \in \mathbb{N}}$, that guarantee consistency and then present an algorithm to compute the proposed estimators.

Theorem 2 Suppose that Assumption 1 is in force and let $f_{\mathscr{C}}$ be defined as in Proposition 1. Let $\left(\lambda_{n}\right)_{n \in \mathbb{N}}$ be a sequence in $] 0,+\infty[$ converging to 0 and, for every $n \in \mathbb{N}$, let $\hat{f}_{n}=A \widehat{u}_{n, \lambda_{n}}\left(Z_{n}\right)$. Then the following hold:
(i) Suppose that $\varepsilon_{n} / \lambda_{n}^{4 / r} \rightarrow 0$ and that $1 /\left(\lambda_{n}^{2 / r} n^{1 / 2}\right) \rightarrow 0$. Then $\left(\hat{f}_{n}\right)_{n \in \mathbb{N}}$ is weakly consistent, i.e., $\left\|\hat{f}_{n}-f_{\mathscr{C}}\right\|_{L^{2}} \rightarrow 0$ in probability.
(ii) Suppose that $\varepsilon_{n}=O(1 / n)$ and that $(\log n) /\left(\lambda_{n}^{2 / r} n^{1 / 2}\right) \rightarrow 0$. Then $\left(\hat{f}_{n}\right)_{n \in \mathbb{N}}$ is strongly consistent, i.e., $\left\|\hat{f}_{n}-f_{\mathscr{C}}\right\|_{L^{2}} \rightarrow 0$ P-a.s.
(iii) Suppose that $f_{\mathscr{C}} \in A(\operatorname{dom} G)$ and set $S=\operatorname{Argmin}_{\operatorname{dom} G} F$. Then there exists a unique $u^{\dagger} \in S$ which minimizes $G$ over $S$ and $A u^{\dagger}=f_{\mathscr{C}}$. Moreover, the following hold:
(a) Suppose that $\varepsilon_{n} / \lambda_{n}^{2} \rightarrow 0$ and that $1 /\left(\lambda_{n} n^{1 / 2}\right) \rightarrow 0$. Then

$$
\begin{equation*}
\left\|\widehat{u}_{n, \lambda_{n}}\left(Z_{n}\right)-u^{\dagger}\right\|_{r} \rightarrow 0 \quad \text { in probability. } \tag{2.12}
\end{equation*}
$$

(b) Suppose that $\varepsilon_{n}=O(1 / n)$ and that $(\log n) /\left(\lambda_{n} n^{1 / 2}\right) \rightarrow 0$. Then

$$
\begin{equation*}
\left\|\widehat{u}_{n, \lambda_{n}}\left(Z_{n}\right)-u^{\dagger}\right\|_{r} \rightarrow 0 \quad \text { P-a.s. } \tag{2.13}
\end{equation*}
$$

Remark 2
(i) In Theorem 2(i)-(ii) the weakest conditions on the regularization parameters $\left(\lambda_{n}\right)_{n \in \mathbb{N}}$ occur when $r=2$, whereas, in Theorem 2(iii), the consistency conditions do not depend on the exponent $r$.
(ii) Under the hypotheses of Theorem 2(iii), consistency extends to the sequence of coefficients $\left(\widehat{u}_{n, \lambda_{n}}\left(Z_{n}\right)\right)_{n \in \mathbb{N}}$. This is relevant when one requires the sparsity pattern of the estimators to approximate that of $u^{\dagger}$. We note that, under further hypotheses on the $D_{k}$ 's, both $\widehat{u}_{n, \lambda_{n}}\left(Z_{n}\right)$ and $u^{\dagger}$ have finite support. See Remark 6(v).

## Remark 3

(i) In the special case when, in (1.4), for every $k \in \mathbb{K}, h_{k}=\eta|\cdot|^{2}, C_{k}=\mathbb{R}, D_{k}=$ $\left[-\omega_{k}, \omega_{k}\right]$, for some $\omega_{k} \in \mathbb{R}_{+}$, we recover the elastic net framework of [16] and the same consistency conditions as in [16, Theorem 2 and Theorem 3]. This special case yields a strongly convex problem. In our general setting, the exponent $r$ may take any value in ]1,2] and the objective function is only totally convex on bounded sets (see Lemma 1).
(ii) Consistency results have been obtained in [20] for a regularizer composed of the sum of the indicator function of an $\ell^{1}$ ball and the squared $\ell^{2}$ norm. However, such a regularizer is not separable and hence it is not included in the present study.
(iii) When $\mathbb{K}$ is finite and, for every $k \in \mathbb{K}, g_{k}=|\cdot|^{r}$, [25] provides an excess risk bound depending on the cardinality of $\mathbb{K}$ and the level of sparsity of $u^{\dagger}$ (see also [22]). The case $r=1$ has been considered in [14].
(iv) Similar consistency results can also be derived using [11, Corollary 4.6], where a general loss function, a more general penalty function, and an arbitrary Banach space are considered. However, due to the generality of the analysis in [11], the conditions imposed on the sequence of parameters $\left(\lambda_{n}\right)_{n \in \mathbb{N}}$ in [11] are more restrictive, and imply a slower worst-case convergence rate. Here, exploiting the structure of the square loss and the regularizer, we obtain a sharper result and a simpler statement.

We now address the algorithmic aspects. The objective function in (2.6) consists of a smooth (quadratic) data fitting term and a separable nondifferentiable convex term, penalizing each dictionary coefficient individually. Thus a natural choice is to consider the forward-backward splitting algorithm [12]. We stress that, since $\varepsilon$ minimizers are employed in (2.6), algorithms that provide minimizing sequences are necessary. Moreover, due to the term $h_{k}$ in the regularizer, the proximity operator of $G$ may not be computable explicitly. Consequently, convergence results in objective function values for an error-tolerant forward-backward algorithm are in order. Note that, to the best of our knowledge, the only work addressing the above issue is [32].

However, only ergodic convergence is established, which is a result weaker than that obtained in the error-free case $[4,15]$ and certainly not satisfactory when sparsity is concerned, since averaging blurs the structural properties of the iterates. Nesterovlike [28] variants of the inexact forward-backward splitting algorithm may also be suitable for computing the estimators (2.6) to the extent that they also generate minimizing sequences [32,34]. However, in practice, they sometimes may be slower than the standard version since they are more sensitive to errors [34].

In the Theorem 3 below, we advance the convergence theory on the standard forward-backward splitting algorithm by establishing an $o(1 / m)$ rate of convergence in objective values with relaxation, variable proximal parameters, and in the presence of the following type of errors in the numerical evaluation of the proximity operator [31,32,34].

Definition 1 Let $\mathscr{H}$ be a real Hilbert space, let $J \in \Gamma_{0}(\mathscr{H})$, let $(u, w) \in \mathscr{H}^{2}$, and let $\delta \in \mathbb{R}_{+}$. The notation $u \simeq_{\delta} \operatorname{prox}_{J} w$ means that

$$
\begin{equation*}
J(u)+\frac{1}{2}\|u-w\|^{2} \leqslant \min _{v \in \mathscr{H}}\left(J(v)+\frac{1}{2}\|v-w\|^{2}\right)+\frac{\delta^{2}}{2} . \tag{2.14}
\end{equation*}
$$

Remark 4 Note that $u \in \operatorname{dom} J$ and, since $J+(1 / 2)\|\cdot-w\|^{2}$ is 1 -strongly convex, we have $u=\operatorname{prox}_{J} w+a$ with $\|a\| \leqslant \delta$ [31]. Thus the errors considered in Definition 1 are additive and generate perturbations of the proximal point that are feasible. This feature is critical when convergence of the objective function values is under consideration.

Theorem 3 Let $\mathscr{H}$ be a real Hilbert space, let $J_{1}: \mathscr{H} \rightarrow \mathbb{R}$ be a convex differentiable function with a $\beta$-Lipschitz continuous gradient for some $\beta \in \mathbb{R}_{++}$. Let $J_{2} \in \Gamma_{0}(\mathscr{H})$, set $J=J_{1}+J_{2}$, and suppose that $\operatorname{Argmin} J \neq \varnothing$. Let $\left(\gamma_{m}\right)_{m \in \mathbb{N}}$ be a sequence in $\mathbb{R}_{++}$ such that $0<\inf _{m \in \mathbb{N}} \gamma_{m} \leqslant \sup _{m \in \mathbb{N}} \gamma_{m}<2 / \beta$, let $\left(\tau_{m}\right)_{m \in \mathbb{N}}$ be a sequence in $\left.] 0,1\right]$, such that $\inf _{m \in \mathbb{N}} \tau_{m}>0$. Let $\left(\delta_{m}\right)_{m \in \mathbb{N}}$ be a summable sequence in $\mathbb{R}_{+}$and let $\left(b_{m}\right)_{m \in \mathbb{N}}$ be a summable sequence in $\mathscr{H}$. Fix $u_{0} \in \mathscr{H}$ and set

$$
\begin{align*}
& \text { for } m=0,1, \ldots \\
& \qquad \begin{array}{l}
v_{m} \simeq \delta_{m} \operatorname{prox}_{\gamma_{m} J_{2}}\left(u_{m}-\gamma_{m}\left(\nabla J_{1}\left(u_{m}\right)+b_{m}\right)\right) \\
u_{m+1}=u_{m}+\tau_{m}\left(v_{m}-u_{m}\right)
\end{array} \tag{2.15}
\end{align*}
$$

Then the following hold:
(i) $\left(u_{m}\right)_{m \in \mathbb{N}}$ converges weakly to a point in $\operatorname{Argmin} J$.
(ii) For every $u \in \operatorname{Argmin} J, \sum_{m \in \mathbb{N}}\left\|\nabla J_{1}\left(u_{m}\right)-\nabla J_{1}(u)\right\|^{2}<+\infty$.
(iii) $\sum_{m \in \mathbb{N}}\left\|v_{m}-u_{m}\right\|^{2}<+\infty$.
(iv) $J\left(u_{m}\right) \rightarrow \inf J(\mathscr{H})$ and $\sum_{m \in \mathbb{N}}\left|J\left(v_{m}\right)-\inf J(\mathscr{H})\right|^{2}<+\infty$.
(v) Suppose that $\sum_{m \in \mathbb{N}}\left(1-\tau_{m}\right)<+\infty$. Then

$$
\sum_{m \in \mathbb{N}}\left(J\left(v_{m}\right)-\inf J(\mathscr{H})\right)<+\infty \quad \text { and } \quad \sum_{m \in \mathbb{N}}\left(J\left(u_{m}\right)-\inf J(\mathscr{H})\right)<+\infty
$$

(vi) Suppose that $\sum_{m \in \mathbb{N}}\left(1-\tau_{m}\right)<+\infty, \sum_{m \in \mathbb{N}} m \delta_{m}<+\infty$, and $\sum_{m \in \mathbb{N}} m\left\|b_{m}\right\|<+\infty$. Then $J\left(u_{m}\right)-\inf J(\mathscr{H})=o(1 / m)$.

## Remark 5

(i) In [4], the rate $O(1 / m)$ for objective values is proved in the error-free case and no relaxations ( $\delta_{m} \equiv 0$ and $\tau_{m} \equiv 1$ ), assuming that $J_{1}+J_{2}$ is coercive. On the other hand, an $o(1 / m)$ rate on the objective values was derived in [15] in the special case of a fixed proximal parameter $\gamma \in] 0,2 / \beta[$, no relaxation, and no errors.
(ii) In [32] no relaxation is considered and the proximal parameters $\left(\gamma_{m}\right)_{m \in \mathbb{N}}$ are fixed to a constant value and limited to $1 / \beta$. Moreover, only ergodic convergence is proved.

In general the criterion considered in Definition 1 is not explicitly verifiable since the minimum is not known. This is the reason why another type of errors is considered in [34]. However, the following result shows that when computing proximity operators of separable functions of the type considered in (1.3)-(1.4), errors of type of Definition 1 arise, and they can be explicitly checked and implemented in practice.
Proposition 2 Let $\mathscr{H}$ be a separable real Hilbert space and let $\left(e_{k}\right)_{k \in \mathbb{K}}$ be an orthonormal basis of $\mathscr{H}$, where $\mathbb{K}$ is an at most countable set. Let $\left(h_{k}\right)_{k \in \mathbb{K}}$ be a family of convex functions from $\mathbb{R}$ to $\mathbb{R}$ such that, for every $k \in \mathbb{K}, h_{k} \geqslant h_{k}(0)=0$. Let $\left(C_{k}\right)_{k \in \mathbb{K}}$ be a family of closed intervals in $\mathbb{R}$ such that $0 \in \bigcap_{k \in \mathbb{K}} C_{k}$, let $\left(D_{k}\right)_{k \in \mathbb{K}}$ be a family of nonempty closed bounded intervals in $\mathbb{R}$. Suppose that $\left(h_{k}^{*}\left(-\left(\min D_{k}\right)_{+}\right)\right)_{k \in \mathbb{K}}$ and $\left(h_{k}^{*}\left(\left(\max D_{k}\right)_{-}\right)\right)_{k \in \mathbb{K}}$ are summable, and set

$$
\begin{equation*}
G: \mathscr{H} \rightarrow]-\infty,+\infty]: u \mapsto \sum_{k \in \mathbb{K}}\left(l_{C_{k}}+\sigma_{D_{k}}+h_{k}\right)\left(\left\langle u \mid e_{k}\right\rangle\right) \tag{2.16}
\end{equation*}
$$

Let $\gamma \in \mathbb{R}_{++}$, let $w \in \mathscr{H}$, let $\left(\alpha_{k}\right)_{k \in \mathbb{K}} \in \mathbb{R}^{\mathbb{K}}$, let $\left(\xi_{k}\right)_{k \in \mathbb{K}} \in \ell^{1}(\mathbb{K})$, set $\delta=\sqrt{\sum_{k \in \mathbb{K}} \xi_{k}}$, and let

$$
\begin{align*}
& \text { for every } k \in \mathbb{K} \\
& \qquad \begin{array}{l}
\chi_{k}=\left\langle w \mid e_{k}\right\rangle \\
\left|\alpha_{k}\right| \leqslant \frac{\xi_{k}}{\left.4 \gamma \max \left\{h_{k}\left(\left|\chi_{k}\right|+2\right), h_{k}\left(-\left|\chi_{k}\right|-2\right)\right)\right\}+2\left|\chi_{k}\right|+1} \\
\pi_{k}=\operatorname{prox}_{\gamma h_{k}}\left(\operatorname{soft} t_{\gamma D_{k}} \chi_{k}\right)+\alpha_{k} \\
v_{k}=\operatorname{proj}_{C_{k}}\left(\operatorname{sign}\left(\chi_{k}\right) \max \left\{0, \operatorname{sign}\left(\chi_{k}\right) \pi_{k}\right\}\right) .
\end{array}
\end{align*}
$$

Then $v=\left(v_{k}\right)_{k \in \mathbb{K}} \in \ell^{2}(\mathbb{K})$ and $v \simeq_{\delta} \operatorname{prox}_{\gamma G} w$.
Remark 6
(i) The soft-thresholding operator with respect to a bounded interval $D_{k}=\left[\underline{\omega}_{k}, \bar{\omega}_{k}\right] \subset$ $\mathbb{R}$ is

$$
\left(\forall \mu \in D_{k}\right) \quad \operatorname{soft}_{D_{k}} \mu= \begin{cases}\mu-\bar{\omega}_{k} & \text { if } \mu>\bar{\omega}_{k}  \tag{2.18}\\ 0 & \text { if } \mu \in D_{k} \\ \mu-\underline{\omega}_{k} & \text { if } \mu<\underline{\omega}_{k}\end{cases}
$$

(ii) The function $G$ in (2.16) is well-defined and lies in $\Gamma_{0}(\mathscr{H})$ as it is the composition of the continuous linear operator $\mathscr{H} \rightarrow \ell^{2}(\mathbb{K}): u \mapsto\left(\left\langle u \mid e_{k}\right\rangle\right)_{k \in \mathbb{N}}$ and the function

$$
\begin{equation*}
\left.\left.\ell^{2}(\mathbb{K}) \rightarrow\right]-\infty,+\infty\right]:\left(\mu_{k}\right)_{k \in \mathbb{K}} \mapsto \sum_{k \in \mathbb{K}} g_{k}\left(\mu_{k}\right), \quad \text { with } \quad g_{k}=v_{C_{k}}+\sigma_{D_{k}}+h_{k}, \tag{2.19}
\end{equation*}
$$

which is a well-defined function in $\Gamma_{0}\left(\ell^{2}(\mathbb{K})\right)$ by Lemma 7.
(iii) The conditions on $\left(\min D_{k}\right)_{k \in \mathbb{N}}$ and $\left(\max D_{k}\right)_{k \in \mathbb{N}}$ appearing in Proposition 2 are weaker than those considered in Assumption 1(c). See Lemma 7.
(iv) In algorithm (2.17), the computation of $\operatorname{prox}_{\gamma h_{k}}$ tolerates an error $\alpha_{k}$. This is necessary since, in general, the proximity operator may not be computable explicitly. In such instances, prox $_{\gamma h_{k}}$ must be computed iteratively (e.g., by bisection) and the bound on $\left|\alpha_{k}\right|$ in (2.17) gives an explicit stopping rule for the iterations. In Appendix B, the case $h_{k}=\eta_{k}|\cdot|^{r}$, with $r>1$, is further analyzed.
(v) In algorithm (2.17), for every $k \in \mathbb{K}$, we have $\operatorname{sign} v_{k}=\operatorname{sign} \chi_{k}$.
(vi) As in [16, Corollary 3] one proves that if $\sup _{k \in \mathbb{K}} \min D_{k}<0<\inf _{k \in \mathbb{K}} \max D_{k}$, then $\left\{k \in \mathbb{K} \mid v_{k} \neq 0\right\}$ is finite. Similarly, if $\sup _{k \in \mathbb{K}} \min D_{k} \leqslant 0<\inf _{k \in \mathbb{K}} \max D_{k}$, then $\left\{k \in \mathbb{K} \mid v_{k}>0\right\}$ is finite, so sparsity is enforced only on the positive coefficients.
We now present an inexact forward-backward algorithm to solve problem (1.3) which combines algorithms (2.15) and (2.17).

Algorithm 4 Let $\left(\gamma_{m}\right)_{m \in \mathbb{N}}$ be a sequence in $\mathbb{R}_{++}$such that $0<\inf _{m \in \mathbb{N}} \gamma_{m} \leqslant$ $\sup _{m \in \mathbb{N}} \gamma_{m}<\lambda / \kappa^{2}$, let $\left(\tau_{m}\right)_{m \in \mathbb{N}}$ be a sequence in $\left.] 0,1\right]$ such that $\inf _{m \in \mathbb{N}} \tau_{m}>0$. Let $\left(b_{m}\right)_{m \in \mathbb{N}}=\left(\left(\beta_{m, k}\right)_{k \in \mathbb{K}}\right)_{m \in \mathbb{N}} \in\left(\ell^{2}(\mathbb{K})\right)^{\mathbb{N}}$ be such that $\sum_{m \in \mathbb{N}}\left\|b_{m}\right\|<+\infty$, let $\zeta \in \mathbb{R}_{++}$, let $p \in] 1,+\infty\left[\right.$, and let $\left(\xi_{k}\right)_{k \in \mathbb{K}} \in \ell^{1}(\mathbb{K})$. Fix $\left(\mu_{0, k}\right)_{k \in \mathbb{K}} \in \ell^{2}(\mathbb{K})$ and iterate
for $m=0,1, \ldots$

$$
\left\lvert\, \begin{align*}
& \left\lvert\, \begin{array}{l}
\text { for every } k \in \mathbb{K} \\
\left\lvert\, \begin{array}{l}
\chi_{m, k}=\mu_{m, k}-\frac{\gamma_{m}}{\lambda}\left(\frac{2}{n} \sum_{i=1}^{n}\left(\sum_{j \in \mathbb{K}} \mu_{m, j} \phi_{j}\left(x_{i}\right)-y_{i}\right) \phi_{k}\left(x_{i}\right)+\beta_{m, k}\right) \\
\left|\alpha_{m, k}\right| \leqslant \frac{\zeta m^{-2 p} \xi_{k}}{\left.4 \gamma_{m} \max \left\{h_{k}\left(\left|\chi_{m, k}\right|+2\right), h_{k}\left(-\left|\chi_{m, k}\right|-2\right)\right)\right\}+2\left|\chi_{m, k}\right|+1} \\
\pi_{m, k}=\operatorname{prox}_{\gamma_{m} h_{k}}\left(\operatorname{soft} \gamma_{m} D_{k} \chi_{m, k}\right)+\alpha_{m, k} \\
v_{m, k}=\operatorname{proj}_{C_{k}}\left(\operatorname{sign}\left(\chi_{m, k}\right) \max \left\{0, \operatorname{sign}\left(\chi_{m, k}\right) \pi_{m, k}\right\}\right) \\
\mu_{m+1, k}=\mu_{m, k}+\tau_{m}\left(v_{m, k}-\mu_{m, k}\right) .
\end{array}\right.
\end{array} . \begin{array}{l}
\end{array}\right.
\end{align*}\right.
$$

## Remark 7

(i) An attractive feature of Algorithm 4 is that, at each iteration, each component of the functions in (2.5) is activated componentwise and individually.
(ii) The freedom in the choice of the intervals $\left(D_{k}\right)_{k \in \mathbb{K}},\left(C_{k}\right)_{k \in \mathbb{K}}$, and of the exponent $r$ provides flexibility in setting the type of thresholding operation. It is in particular possible to promote selective sparsity. Figures 1 and 2 show a few examples.

Theorem 5 Suppose that Assumption 1 is in force. Call

$$
\begin{equation*}
\left.\left.J: \ell^{2}(\mathbb{K}) \rightarrow\right]-\infty,+\infty\right]: u=\left(\mu_{k}\right)_{k \in \mathbb{K}} \mapsto \frac{1}{n} \sum_{i=1}^{n}\left|f_{u}\left(x_{i}\right)-y_{i}\right|^{2}+\lambda \sum_{k \in \mathbb{K}} g_{k}\left(\mu_{k}\right) \tag{2.21}
\end{equation*}
$$

the objective function in (2.6), and let $\left(u_{m}\right)_{m \in \mathbb{N}}=\left(\left(\mu_{m, k}\right)_{k \in \mathbb{K}}\right)_{m \in \mathbb{N}}$ and $\left(v_{m}\right)_{m \in \mathbb{N}}=$ $\left(\left(v_{m, k}\right)_{k \in \mathbb{K}}\right)_{m \in \mathbb{N}}$ be the sequences generated by Algorithm 4 . Then the following hold:


Fig. 1 Soft thresholding (green) and prox ${ }_{g}$ for $g=|\cdot|+0.2|\cdot|^{r}$, with $r=2$ (red), $r=3 / 2$ (orange), $r=4 / 3$ (blue).
(i) $J$ has a unique minimizer $\widehat{u}$, and $\widehat{u} \in \ell^{r}(\mathbb{K})$.
(ii) $\sum_{m \in \mathbb{N}}\left|J\left(v_{m}\right)-\inf J\left(\ell^{2}(\mathbb{K})\right)\right|^{2}<+\infty, J\left(u_{m}\right) \rightarrow \inf J\left(\ell^{2}(\mathbb{K})\right),\left\|v_{m}-\widehat{u}\right\|_{r} \rightarrow 0$, and $\left\|u_{m}-\widehat{u}\right\|_{r} \rightarrow 0$ as $m \rightarrow+\infty$. Moreover

$$
\begin{equation*}
\left\|v_{m}-\widehat{u}\right\|_{r}=O\left(\sqrt{J\left(v_{m}\right)-\inf J\left(\ell^{2}(\mathbb{K})\right)}\right) \tag{2.22}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|u_{m}-\widehat{u}\right\|_{r}=O\left(\sqrt{J\left(u_{m}\right)-\inf J\left(\ell^{2}(\mathbb{K})\right)}\right) . \tag{2.23}
\end{equation*}
$$

(iii) Suppose that $\sum_{m \in \mathbb{N}}\left(1-\tau_{m}\right)<+\infty$. Then

$$
\sum_{m \in \mathbb{N}}\left(J\left(v_{m}\right)-\inf J\left(\ell^{2}(\mathbb{K})\right)\right)<+\infty \text { and } \sum_{m \in \mathbb{N}}\left(J\left(u_{m}\right)-\inf J\left(\ell^{2}(\mathbb{K})\right)\right)<+\infty .
$$

(iv) Suppose that $p>2$, that $\sum_{m \in \mathbb{N}}\left(1-\tau_{m}\right)<+\infty$ and $\sum_{m \in \mathbb{N}} m\left\|b_{m}\right\|<+\infty$. Then

$$
\begin{equation*}
J\left(u_{m}\right)-\inf J\left(\ell^{2}(\mathbb{K})\right)=o(1 / m) \quad \text { and } \quad\left\|u_{m}-\widehat{u}\right\|_{r}=o(1 / \sqrt{m}) . \tag{2.24}
\end{equation*}
$$

## 3 Statistical analysis

Throughout the section Assumption 1 is made. Our main objective is to prove Theorem 2. To this end, we first observe that, setting $\left(\hat{f}_{n}\right)_{n \in \mathbb{N}}=\left(A \widehat{u}_{n, \lambda_{n}}\left(Z_{n}\right)\right)_{n \in \mathbb{N}}$ and using Proposition 1(ii), we have

$$
\begin{align*}
(\forall n \in \mathbb{N}) \quad\left\|\widehat{f}_{n}-f_{\mathscr{C}}\right\|_{L^{2}} & \leqslant\left\|A \widehat{u}_{n, \lambda_{n}}\left(Z_{n}\right)-A u_{\lambda_{n}}\right\|_{L^{2}}+\left\|A u_{\lambda_{n}}-f_{\mathscr{C}}\right\|_{L^{2}} \\
& \leqslant\|A\|\left\|\widehat{u}_{n, \lambda_{n}}\left(Z_{n}\right)-u_{\lambda_{n}}\right\|_{r}+\sqrt{F\left(u_{\lambda_{n}}\right)-\inf R(\mathscr{C})} . \tag{3.1}
\end{align*}
$$



Fig. 2 prox $_{g}$ for $g=\boldsymbol{l}_{]-\infty, 6 / 5]}+\sigma_{[0,2]}+0.9|\cdot|^{4 / 3}$.

This suggests to study separately the convergence of the two terms on the right-hand side of (3.1).

Proof (of Proposition 1) (i): For every $f \in \mathscr{C}, R(f)=\left\|f-f^{\dagger}\right\|_{L^{2}}^{2}+\inf R\left(L^{2}\left(P_{\mathscr{X}}\right)\right)$. Therefore, minimizing $R$ over $\mathscr{C}$ turns to find the element of $\mathscr{C}$ which is nearest to $f^{\dagger}$ in $L^{2}\left(P_{\mathscr{X}}\right)$.
(ii): It follows from (i), that $\inf R(\mathscr{C})=\left\|f_{\mathscr{C}}-f^{\dagger}\right\|_{L^{2}}^{2}+\inf R\left(L^{2}\left(P_{\mathscr{X}}\right)\right)$. Therefore, since for every $f \in \mathscr{C},\left\langle f-f_{\mathscr{C}} \mid f^{\dagger}-f_{\mathscr{C}}\right\rangle \leqslant 0$, we have $R(f)-\inf R(\mathscr{C})=$ $\left\|f-f^{\dagger}\right\|_{L^{2}}^{2}-\left\|f_{\mathscr{C}}-f^{\dagger}\right\|_{L^{2}}^{2}=\left\|f-f_{\mathscr{C}}\right\|_{L^{2}}^{2}+2\left\langle f-f_{\mathscr{C}} \mid f_{\mathscr{C}}-f^{\dagger}\right\rangle \geqslant\left\|f-f_{\mathscr{C}}\right\|_{L^{2}}^{2}$.
(iii): Let $f \in \mathscr{C}$. Using the fact that, for every $(a, b, c) \in \mathbb{R}_{+}^{3}$ with $a \geqslant b, \sqrt{a+c}-$ $\sqrt{b+c} \leqslant \sqrt{a}-\sqrt{b}$, we derive that

$$
\begin{equation*}
\sqrt{R(f)}-\sqrt{\inf R(\mathscr{C})} \leqslant\left\|f-f^{\dagger}\right\|_{L^{2}}-\left\|f_{\mathscr{C}}-f^{\dagger}\right\|_{L^{2}} \leqslant\left\|f-f_{\mathscr{C}}\right\|_{L^{2}} \tag{3.2}
\end{equation*}
$$

Therefore, using the inequality $a^{2}-b^{2} \leqslant 2 a(a-b)$, we obtain

$$
\begin{align*}
R(f)- & \inf R(\mathscr{C}) \leqslant 2 \sqrt{R(f)}\left\|f-f_{\mathscr{C}}\right\|_{L^{2}} \\
& =2 \sqrt{\left(\left\|f-f^{\dagger}\right\|_{L^{2}}^{2}+\inf R\left(L^{2}(\mathscr{X})\right)\right)}\left\|f-f_{\mathscr{C}}\right\|_{L^{2}} \\
& \leqslant 2\left(\left(\left\|f-f_{\mathscr{C}}\right\|_{L^{2}}+\left\|f_{\mathscr{C}}-f^{\dagger}\right\|_{L^{2}}\right)^{2}+\inf R\left(L^{2}(\mathscr{X})\right)\right)^{1 / 2}\left\|f-f_{\mathscr{C}}\right\|_{L^{2}} \\
& =2\left(\left(\left\|f-f_{\mathscr{C}}\right\|_{L^{2}}+\sqrt{\inf _{\mathscr{C}} R-\inf _{L^{2}(P \mathscr{X})} R}\right)^{2}+\inf R\left(L^{2}(\mathscr{X})\right)\right)^{1 / 2}\left\|f-f_{\mathscr{C}}\right\|_{L^{2}} \tag{3.3}
\end{align*}
$$

The following result establishes that $G$ is totally convex [6] on bounded subsets of $\ell^{r}(\mathbb{K})$ and gives an explicit lower bound for the relative modulus of total convexity.

Lemma 1 Suppose that Assumption 1 is in force. Let $\rho \in \mathbb{R}_{++}$, let $u_{0} \in \ell^{r}(\mathbb{K})$ be such that $\left\|u_{0}\right\|_{r} \leqslant \rho$, let $u_{0}^{*} \in \partial G\left(u_{0}\right)$, and set $M=(7 / 32) r(r-1)\left(1-(2 / 3)^{r-1}\right)$.
Then

$$
\begin{equation*}
\left(\forall u \in \ell^{r}(\mathbb{K})\right) \quad G(u)-G\left(u_{0}\right) \geqslant\left\langle u-u_{0} \mid u_{0}^{*}\right\rangle+\frac{\eta M\left\|u-u_{0}\right\|_{r}^{2}}{\left(\rho+\left\|u-u_{0}\right\|_{r}\right)^{2-r}} \tag{3.4}
\end{equation*}
$$

Proof Let $G \mid$ be the restriction of $G$ to $\ell^{r}(\mathbb{K})$, endowed with the norm $\|\cdot\|_{r}$. Since $u_{0} \in \ell^{r}(\mathbb{K})$ and $u_{0}^{*} \in \ell^{r^{*}}(\mathbb{K})$, we have that $u_{0}^{*} \in \partial G_{\mid}\left(u_{0}\right)$. Let $\psi$ be the modulus of total convexity of $G_{\mid}$and let $\varphi$ be the modulus of total convexity of $\|\cdot\|_{r}^{r}$ in $\ell^{r}(\mathbb{K})$. Then, for every $u \in \ell^{r}(\mathbb{K}), G(u)-G\left(u_{0}\right) \geqslant\left\langle u-u_{0}, u_{0}^{*}\right\rangle+\psi\left(u_{0} ;\left\|u-u_{0}\right\|_{r}\right)$. Moreover, since $G_{\mid}=H+\eta\|\cdot\|_{r}^{r}$, with $H \in \Gamma_{0}\left(\ell^{r}(\mathbb{K})\right)$ (see Lemma 7), we have $\psi \geqslant \eta \varphi$. The statement follows from [11, Proposition A.9-Remark A.10].

The next proposition concerns the second term in the right-hand side of (3.1). It revisits some results of [2] about Tikhonov-like regularization specialized to our setting.

Proposition 3 Suppose that Assumption 1 is in force. For every $(\lambda, \varepsilon) \in \mathbb{R}_{++} \times \mathbb{R}_{+}$, let $u_{\lambda, \varepsilon}$ be an $\varepsilon$-minimizer of $F+\lambda G$ and let $u_{G}$ be the minimizer of $G$. Let $M \in \mathbb{R}_{++}$ be defined as in Lemma 1. Then the following hold:
(i) $\inf R(\mathscr{C})=\inf F(\operatorname{dom} G)$.
(ii) $\left(\forall(\lambda, \varepsilon) \in \mathbb{R}_{++} \times \mathbb{R}_{+}\right)\left\|u_{\lambda, \varepsilon}-u_{G}\right\|_{r} \leqslant \max \left\{\left\|u_{G}\right\|_{r},\left(2\left(F\left(u_{G}\right)+\varepsilon\right) /(\eta M \lambda)\right)^{1 / r}\right\}$.
(iii) $F\left(u_{\lambda, \varepsilon}\right) \rightarrow \inf F(\operatorname{dom} G)$ as $(\lambda, \varepsilon) \rightarrow\left(0^{+}, 0^{+}\right)$.
(iv) Suppose that $S=\operatorname{Argmin}_{\operatorname{dom} G} F \neq \varnothing$. Then there exists $u^{\dagger} \in \ell^{r}(\mathbb{K})$ such that $\operatorname{Argmin}_{S} G=\left\{u^{\dagger}\right\}$ and $u_{\lambda, 0} \rightarrow u^{\dagger}$ as $\lambda \rightarrow 0^{+}$.

Proof We first note that it follows from Remark 1(i) that $G$ has a minimizer.
(i): We prove that $\mathscr{C}=\overline{A(\operatorname{dom} G)}$ and then the statement will follow. Let $u=$ $\left(\mu_{k}\right)_{k \in \mathbb{K}} \in \ell^{2}(\mathbb{K}) \cap \times_{k \in \mathbb{K}} C_{k}$ and take $\delta \in \mathbb{R}_{++}$. Then there exists a finite set $\mathbb{K}_{1} \subset \mathbb{K}$ such that $\sum_{k \in \mathbb{K} \backslash \mathbb{K}_{1}}\left|\mu_{k}\right|^{2}<\delta^{2}$. Now let $v=\left(v_{k}\right)_{k \in \mathbb{K}}$ be such that, for every $k \in \mathbb{K}_{1}$, $v_{k}=\mu_{k}$ and, for every $k \in \mathbb{K} \backslash \mathbb{K}_{1}, v_{k}=0$. We have $v \in \operatorname{dom} G$ and $\|A u-A v\|_{L^{2}}<$ $\|A\| \delta$.
(ii): Let $(\lambda, \varepsilon) \in \mathbb{R}_{++}^{2}$. We derive from the definition of $u_{\lambda, \varepsilon}$, that $F\left(u_{\lambda, \varepsilon}\right)+$ $\lambda G\left(u_{\lambda, \varepsilon}\right) \leqslant F\left(u_{G}\right)+\lambda G\left(u_{G}\right)+\varepsilon$ hence, since $0 \in \partial G\left(u_{G}\right)$, it follows from Lemma 1 and the fact that $F\left(u_{\lambda, \varepsilon}\right) \geqslant 0$, that

$$
\begin{equation*}
\frac{\eta M\left\|u_{\lambda, \varepsilon}-u_{G}\right\|_{r}^{2}}{\left(\left\|u_{G}\right\|_{r}+\left\|u_{\lambda, \varepsilon}-u_{G}\right\|_{r}\right)^{2-r}} \leqslant G\left(u_{\lambda, \varepsilon}\right)-G\left(u_{G}\right) \leqslant \frac{F\left(u_{G}\right)+\varepsilon}{\lambda} \tag{3.5}
\end{equation*}
$$

If $\left\|u_{\lambda, \varepsilon}-u_{G}\right\|_{r} \geqslant\left\|u_{G}\right\|_{r}$, then

$$
\begin{equation*}
\frac{\eta M\left\|u_{\lambda, \varepsilon}-u_{G}\right\|_{r}^{2}}{\left(\left\|u_{G}\right\|_{r}+\left\|u_{\lambda, \varepsilon}-u_{G}\right\|_{r}\right)^{2-r}} \geqslant \frac{\eta M\left\|u_{\lambda, \varepsilon}-u_{G}\right\|_{r}^{2}}{\left(2\left\|u_{\lambda, \varepsilon}-u_{G}\right\|_{r}\right)^{2-r}} \geqslant \frac{\eta M}{2}\left\|u_{\lambda, \varepsilon}-u_{G}\right\|_{r}^{r} \tag{3.6}
\end{equation*}
$$

and hence $\left\|u_{\lambda, \varepsilon}-u_{G}\right\|_{r}^{r} \leqslant 2\left(F\left(u_{G}\right)+\varepsilon\right) /(\eta M \lambda)$.
(iii): Let $u \in \operatorname{dom} G$. Then

$$
\begin{align*}
\inf F(\operatorname{dom} G) & \leqslant{\underset{(\lambda, \varepsilon) \rightarrow(0,0)}{\lim } F\left(u_{\lambda, \varepsilon}\right)} \begin{aligned}
\varlimsup_{(\lambda, \varepsilon) \rightarrow(0,0)} & F\left(u_{\lambda, \varepsilon}\right) \\
& \leqslant \varlimsup_{(\lambda, \varepsilon) \rightarrow(0,0)} \\
\varlimsup_{i m} & \left.F(u)+\lambda\left(G(u)-G\left(u_{G}\right)\right)+\varepsilon\right) \\
& \leqslant F(u)
\end{aligned} \text {. }
\end{align*}
$$

Since $u$ is arbitrary, the statement follows.
(iv): Since $S$ is convex and $G \in \Gamma_{0}\left(\ell^{2}(\mathbb{K})\right)$ is strictly convex, coercive, and $\operatorname{dom} G \subset \ell^{r}(\mathbb{K})$, it follows from [3, Corollary 11.16(ii)] that there exists a unique minimizer $u^{\dagger} \in \ell^{r}(\mathbb{K})$ of $G$ over $S$. Moreover, for every $\lambda \in \mathbb{R}_{++}$,

$$
\begin{equation*}
G\left(u_{\lambda, 0}\right) \leqslant\left(F\left(u^{\dagger}\right)-F\left(u_{\lambda, 0}\right)\right) / \lambda+G\left(u^{\dagger}\right) \leqslant G\left(u^{\dagger}\right)<+\infty, \tag{3.8}
\end{equation*}
$$

which implies that $\left(G\left(u_{\lambda, 0}\right)\right)_{\lambda \in \mathbb{R}_{++}}$is bounded. Since $G$ is coercive, the family $\left(u_{\lambda, 0}\right)_{\lambda \in \mathbb{R}_{++}}$is bounded as well, and it therefore has weak sequential cluster points. Next, we show that any such cluster point is necessarily equal to $u^{\dagger}$, which implies that $u_{\lambda} \rightharpoonup u^{\dagger}$. Indeed let $\left(\lambda_{n}\right)_{n \in \mathbb{N}}$ be a vanishing sequence in $\mathbb{R}_{++}$and suppose that $u_{\lambda_{n}} \rightharpoonup v$, for some $v \in \ell^{2}(\mathbb{K})$. Then it follows from (iii) and (3.8) that

$$
\begin{equation*}
F(v) \leqslant \underline{\lim } F\left(u_{\lambda_{n}, 0}\right)=\inf F(\operatorname{dom} G) \quad \text { and } \quad G(v) \leqslant \underline{\lim } G\left(u_{\lambda_{n}, 0}\right) \leqslant G\left(u^{\dagger}\right) \tag{3.9}
\end{equation*}
$$

which implies that $v \in S$ and $v \in \operatorname{Argmin}_{S} G=\left\{u^{\dagger}\right\}$. However, thanks to Lemma 1, $G$ is totally convex on bounded sets in $\ell^{r}(\mathbb{K})$. Therefore, by [37, Proposition 3.6.5], $G$ is uniformly convex on bounded sets too. So, since $\left(u_{\lambda, 0}\right)_{\lambda \in \mathbb{R}_{++}}$is bounded, there exists an increasing function $\phi: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$such that

$$
\left\{\begin{array}{l}
\phi(0)=0  \tag{3.10}\\
\left(\forall t \in \mathbb{R}_{++}\right) \quad \phi(t)>0 \\
\left(\forall \lambda \in \mathbb{R}_{++}\right) \quad \phi\left(\frac{\left\|u_{\lambda, 0}-u^{\dagger}\right\|}{2}\right) \leqslant \frac{G\left(u^{\dagger}\right)+G\left(u_{\lambda, 0}\right)}{2}-G\left(\frac{u_{\lambda, 0}+u^{\dagger}}{2}\right)
\end{array}\right.
$$

In turn, we obtain

$$
\begin{equation*}
\varlimsup_{\lambda \rightarrow 0^{+}} \phi\left(\frac{\left\|u_{\lambda, 0}-u^{\dagger}\right\|}{2}\right) \leqslant \varlimsup_{\lambda \rightarrow 0^{+}} \frac{G\left(u^{\dagger}\right)+G\left(u_{\lambda, 0}\right)}{2}+\varlimsup_{\lambda \rightarrow 0^{+}}(-G)\left(\frac{u_{\lambda, 0}+u^{\dagger}}{2}\right) \tag{3.11}
\end{equation*}
$$

and, arguing as in [8, Proof of Proposition 3.1(vi)], we get $u_{\lambda, 0} \rightarrow u^{\dagger}$ as $\lambda \rightarrow 0^{+}$.
We now address the convergence of the term $\left\|\widehat{u}_{n, \lambda_{n}}\left(Z_{n}\right)-u_{\lambda_{n}}\right\|_{r}$ in (3.1) and hence the proof of Theorem 2 . We first give a representer and stability theorem which generalizes existing results $[18,33]$ to our class of regularization functions.

Theorem 6 Suppose that Assumption 1 is in force. Set $M=(7 / 32) r(r-1)(1-$ $\left.(2 / 3)^{r-1}\right)$, let $\lambda \in \mathbb{R}_{++}$, and let $u_{\lambda} \in \ell^{r}(\mathbb{K})$ be the minimizer of $F+\lambda G$. Then the following hold:
(i) The function

$$
\begin{equation*}
\Psi_{\lambda}: \mathscr{X} \times \mathscr{Y} \rightarrow \ell^{2}(\mathbb{K}):(x, y) \mapsto 2\left(f_{u_{\lambda}}(x)-y\right) \Phi(x) \tag{3.12}
\end{equation*}
$$

is bounded and $\left\|\Psi_{\lambda}\right\|_{\infty} \leqslant 2 \kappa\left(\kappa\left\|u_{\lambda}\right\|_{2}+b\right)$. Moreover $\left\|\Psi_{\lambda}\right\|_{2} \leqslant 2 \kappa \sqrt{R\left(f_{u_{\lambda}}\right)}$ and $-\mathrm{E}_{P}\left(\Psi_{\lambda}\right) \in \lambda \partial G\left(u_{\lambda}\right)$.
(ii) Let $n \in \mathbb{N}^{*}$. Then there exists $\widehat{v} \in \ell^{r}(\mathbb{K})$ such that $\left\|\widehat{v}-\widehat{u}_{n, \lambda}\left(z_{n}\right)\right\|_{r} \leqslant \sqrt{\varepsilon_{n}}$

$$
\begin{equation*}
\frac{\eta M\left\|\widehat{v}-u_{\lambda}\right\|_{r}}{\left(\left\|u_{\lambda}\right\|_{r}+\left\|\widehat{v}-u_{\lambda}\right\|_{r}\right)^{2-r}} \leqslant \frac{1}{\lambda}\left(\left\|\frac{1}{n} \sum_{i=1}^{n} \Psi_{\lambda}\left(x_{i}, y_{i}\right)-\mathrm{E}_{P}\left(\Psi_{\lambda}\right)\right\|_{2}+\sqrt{\varepsilon_{n}}\right) . \tag{3.13}
\end{equation*}
$$

Proof (i): First note that, by [3, Corollary 11.16(ii)] and Remark 1(i), $u_{\lambda}$ is well defined since $G$ is proper, lower semicontinuous, strictly convex, and coercive. Furthermore [3, Corollary 27.3(vi)] implies that $-\nabla F\left(u_{\lambda}\right) \in \lambda \partial G\left(u_{\lambda}\right)$. We derive from (2.3) that $A^{*}: L^{2}\left(P_{\mathscr{X}}\right) \rightarrow \ell^{2}(\mathbb{K}): f \mapsto \mathrm{E}_{P_{\mathscr{X}}}(f \Phi)$, and hence, since $F=R \circ A$,

$$
\begin{equation*}
\left(\forall u \in \ell^{2}(\mathbb{K})\right) \quad \nabla F(u)=A^{*} \nabla R\left(f_{u}\right)=\mathrm{E}_{P}(\varphi) \tag{3.14}
\end{equation*}
$$

where $\varphi:(x, y) \mapsto 2\left(f_{u}(x)-y\right) \Phi(x)$. Let $(x, y) \in \mathscr{X} \times \mathscr{Y}$. Then

$$
\begin{equation*}
\left|f_{u_{\lambda}}(x)-y\right| \leqslant\left|f_{u_{\lambda}}(x)\right|+|y| \leqslant \sum_{k \in \mathbb{K}}\left|\left\langle u_{\lambda} \mid e_{k}\right\rangle\left\|\phi_{k}(x) \mid+b \leqslant \kappa\right\| u_{\lambda} \|_{2}+b\right. \tag{3.15}
\end{equation*}
$$

and hence $\left\|\Psi_{\lambda}(x, y)\right\|_{2} \leqslant 2\left|f_{u_{\lambda}}(x)-y\right|\|\Phi(x)\|_{2} \leqslant 2\left(\kappa\left\|u_{\lambda}\right\|_{2}+b\right) \kappa$. Moreover,

$$
\begin{align*}
\int_{\mathscr{X} \times \mathscr{Y}}\left\|\Psi_{\lambda}(x, y)\right\|_{2}^{2} \mathrm{~d} P(x, y) & \leqslant \int_{\mathscr{X} \times \mathscr{Y}}\left(2 \kappa\left|f_{u_{\lambda}}(x)-y\right|\right)^{2} \mathrm{~d} P(x, y) \\
& =4 \kappa^{2} R\left(f_{u_{\lambda}}\right) \tag{3.16}
\end{align*}
$$

(ii): Let $\widehat{F}_{n}: \ell^{2}(\mathbb{K}) \rightarrow \mathbb{R}_{+}: u \mapsto(1 / n) \sum_{i=1}^{n}\left|f_{u}\left(x_{i}\right)-y_{i}\right|^{2}$. Since the restriction of $G$ to $\ell^{r}(\mathbb{K})$ is in $\Gamma_{0}\left(\ell^{r}(\mathbb{K})\right)$ by Lemma 7, equation (2.6) and Ekeland's variational principle [26, Corollary 4.2.12] imply that there exists $\widehat{v} \in \ell^{r}(\mathbb{K})$ and $\widehat{e}^{*} \in \partial\left(\widehat{F}_{n}+\lambda G\right)(\widehat{v})$ such that $\left\|\widehat{u}_{n, \lambda}\left(z_{n}\right)-\widehat{v}\right\|_{r} \leqslant \sqrt{\varepsilon_{n}}$ and $\left\|\widehat{e}^{*}\right\|_{r^{*}} \leqslant \sqrt{\varepsilon_{n}}$. Using the inequality $a^{2}-b^{2} \geqslant 2(a-$ $b) b$, we derive from definitions (3.12) and (2.4) that, for every $i \in\{1, \ldots, n\}$,

$$
\begin{align*}
\sum_{k \in \mathbb{K}}\left\langle\widehat{v}-u_{\lambda} \mid e_{k}\right\rangle\left\langle\Psi_{\lambda}\left(x_{i}, y_{i}\right) \mid e_{k}\right\rangle & =\sum_{k \in \mathbb{K}}\left\langle\widehat{v}-u_{\lambda} \mid e_{k}\right\rangle 2\left(f_{u_{\lambda}}\left(x_{i}\right)-y_{i}\right) \phi_{k}\left(x_{i}\right) \\
& =2\left(f_{\widehat{v}}\left(x_{i}\right)-f_{u_{\lambda}}\left(x_{i}\right)\right)\left(f_{u_{\lambda}}\left(x_{i}\right)-y_{i}\right) \\
& \leqslant\left(y_{i}-f_{\hat{v}}\left(x_{i}\right)\right)^{2}-\left(y_{i}-f_{u_{\lambda}}\left(x_{i}\right)\right)^{2} \tag{3.17}
\end{align*}
$$

and, summing over $i$ and dividing by $n$, we obtain

$$
\begin{equation*}
\widehat{F}_{n}(\widehat{v})-\widehat{F}_{n}\left(u_{\lambda}\right) \geqslant \sum_{k \in \mathbb{K}}\left\langle\widehat{v}-u_{\lambda} \mid e_{k}\right\rangle\left\langle\left.\frac{1}{n} \sum_{i=1}^{n} \Psi_{\lambda}\left(x_{i}, y_{i}\right) \right\rvert\, e_{k}\right\rangle \tag{3.18}
\end{equation*}
$$

Lemma 1 and (i) yield

$$
\begin{equation*}
\lambda G(\widehat{v})-\lambda G\left(u_{\lambda}\right) \geqslant\left\langle\widehat{v}-u_{\lambda} \mid-\mathrm{E}_{P}\left(\Psi_{\lambda}\right)\right\rangle+\lambda \eta M \frac{\left\|\widehat{v}-u_{\lambda}\right\|_{r}^{2}}{\left(\left\|u_{\lambda}\right\|_{r}+\left\|\widehat{v}-u_{\lambda}\right\|_{r}\right)^{2-r}} \tag{3.19}
\end{equation*}
$$

Next, since $\widehat{e}^{*} \in \partial\left(\widehat{F}_{n}+\lambda G\right)(\widehat{v})$, we have $\left\langle u_{\lambda}-\widehat{v} \mid \widehat{e}^{*}\right\rangle \leqslant\left(\widehat{F}_{n}+\lambda G\right)\left(u_{\lambda}\right)-\left(\widehat{F}_{n}+\right.$ $\lambda G)(\widehat{v})$. Summing inequalities (3.18) and (3.19), we have

$$
\begin{align*}
\sqrt{\varepsilon_{n}}\left\|\widehat{v}-u_{\lambda}\right\|_{r} \geqslant & \left(\widehat{F}_{n}+\lambda G\right)(\widehat{v})-\left(\widehat{F}_{n}+\lambda G\right)\left(u_{\lambda}\right) \\
\geqslant & \sum_{k \in \mathbb{K}}\left\langle\widehat{v}-u_{\lambda} \mid e_{k}\right\rangle\left\langle\left.\frac{1}{n} \sum_{i=1}^{n} \Psi_{\lambda}\left(x_{i}, y_{i}\right)-\mathrm{E}_{P}\left(\Psi_{\lambda}\right) \right\rvert\, e_{k}\right\rangle \\
& +\frac{\lambda \eta M\left\|\widehat{v}-u_{\lambda}\right\|_{r}^{2}}{\left(\left\|u_{\lambda}\right\|_{r}+\left\|\widehat{v}-u_{\lambda}\right\|_{r}\right)^{2-r}} \tag{3.20}
\end{align*}
$$

Hence, using Hölder's inequality,

$$
\begin{equation*}
\frac{\lambda \eta M\left\|\widehat{v}-u_{\lambda}\right\|_{r}^{2}}{\left(\left\|u_{\lambda}\right\|_{r}+\left\|\widehat{v}-u_{\lambda}\right\|_{r}\right)^{2-r}} \leqslant\left\|\widehat{v}-u_{\lambda}\right\|_{r}\left(\left\|\frac{1}{n} \sum_{i=1}^{n} \Psi_{\lambda}\left(x_{i}, y_{i}\right)-\mathrm{E}_{P}\left(\Psi_{\lambda}\right)\right\|_{r^{*}}+\sqrt{\varepsilon_{n}}\right) \tag{3.21}
\end{equation*}
$$

and the statement follows from the fact that $\|\cdot\|_{r^{*}} \leqslant\|\cdot\|_{2}$.
We recall the following concentration inequality in Hilbert spaces [36] and give the proof of the main result of this section.

Lemma 2 (Bernstein's inequality) Let $\left(U_{i}\right)_{1 \leqslant i \leqslant n}$ be a finite sequence of i.i.d. random variables on a probability space $(\Omega, \mathfrak{A}, \mathrm{P})$ and taking values in a real separable Hilbert space $\mathcal{H}$. Let $\beta>0$, let $\sigma>0$ and suppose that $\max _{1 \leqslant i \leqslant n}\left\|U_{i}\right\| \leqslant \beta$ and that $\mathrm{E}_{\mathrm{P}}\left\|U_{i}\right\|^{2} \leqslant \sigma^{2}$. Then for every $\tau>0$ and every integer $n \geqslant 1$

$$
\begin{equation*}
P\left[\left\|\frac{1}{n} \sum_{i=1}^{n}\left(U_{i}-\mathrm{E}_{P} U_{i}\right)\right\| \geqslant \frac{2 \sigma}{\sqrt{n}}+4 \sigma \sqrt{\frac{\tau}{n}}+\frac{4 \beta \tau}{3 n}\right] \leqslant e^{-\tau} \tag{3.22}
\end{equation*}
$$

Proof (of Theorem 2) (i): Let $n \in \mathbb{N}^{*}$, let $z_{n}=\left(x_{i}, y_{i}\right)_{1 \leqslant i \leqslant n} \in(\mathscr{X} \times \mathscr{Y})^{n}$ and let $\widehat{F}_{n}: u \in \ell^{2}(\mathbb{K}) \rightarrow \mathbb{R}_{+}: u \mapsto(1 / n) \sum_{i=1}^{n}\left|f_{u}\left(x_{i}\right)-y_{i}\right|^{2}$. Let $u_{G} \in \operatorname{Argmin} G$, let $\lambda \in$ $\mathbb{R}_{++}$, and let $\rho_{\lambda}=\max \left\{1,\left\|u_{G}\right\|_{r},\left(2\left(b+\kappa\left\|u_{G}\right\|+1\right)^{2} /(\eta M \lambda)\right)^{1 / r}\right\}$. Since $F\left(u_{G}\right) \leqslant$ $\left(b+\kappa\left\|u_{G}\right\|\right)^{2}$ and $\widehat{F}_{n}\left(u_{G}\right) \leqslant\left(b+\kappa\left\|u_{G}\right\|\right)^{2}$, from the definition of $\rho_{\lambda}$ and Proposition 3(ii) we derive that $\left\|u_{\lambda}-u_{G}\right\|_{r} \leqslant \rho_{\lambda}$ and $\left\|\widehat{u}_{n, \lambda}\left(z_{n}\right)-u_{G}\right\|_{r} \leqslant \rho_{\lambda}$. It follows from Theorem 6 that there exist $\Psi_{\lambda}: \mathscr{X} \times \mathscr{Y} \rightarrow \ell^{2}(\mathbb{K})$ and $\widehat{v} \in \ell^{r}(\mathbb{K})$ such that $\left\|\widehat{v}-\widehat{u}_{n, \lambda}\left(z_{n}\right)\right\| \leqslant \sqrt{\varepsilon_{n}}$ and

$$
\begin{equation*}
\frac{M \eta\left\|\widehat{v}-u_{\lambda}\right\|_{r}}{\left(\left\|u_{\lambda}\right\|_{r}+\left\|\widehat{v}-u_{\lambda}\right\|_{r}\right)^{2-r}} \leqslant \frac{1}{\lambda}\left(\left\|\frac{1}{n} \sum_{i=1}^{n} \Psi_{\lambda}\left(x_{i}, y_{i}\right)-\mathrm{E}_{P}\left(\Psi_{\lambda}\right)\right\|_{2}+\sqrt{\varepsilon_{n}}\right) \tag{3.23}
\end{equation*}
$$

Therefore, since $\left\|u_{\lambda}\right\|_{r} \leqslant 2 \rho_{\lambda}$ and $\left\|\widehat{v}-u_{\lambda}\right\|_{r} \leqslant\left\|\widehat{v}-\widehat{u}_{n, \lambda}\left(z_{n}\right)\right\|_{r}+\left\|\widehat{u}_{n, \lambda}\left(z_{n}\right)-u_{\lambda}\right\|_{r} \leqslant$ $\sqrt{\varepsilon_{n}}+2 \rho_{\lambda} \leqslant 3 \rho_{\lambda}$, we have

$$
\begin{equation*}
\left\|\widehat{v}-u_{\lambda}\right\|_{r} \leqslant \frac{\left(5 \rho_{\lambda}\right)^{2-r}}{M \eta \lambda}\left(\left\|\mathrm{E}_{P}\left(\Psi_{\lambda}\right)-\frac{1}{n} \sum_{i=1}^{n} \Psi_{\lambda}\left(x_{i}, y_{i}\right)\right\|_{2}+\sqrt{\varepsilon_{n}}\right) \tag{3.24}
\end{equation*}
$$

Thus,

$$
\begin{equation*}
\left\|\widehat{u}_{n, \lambda}\left(z_{n}\right)-u_{\lambda}\right\|_{r} \leqslant \sqrt{\varepsilon_{n}}+\frac{\left(5 \rho_{\lambda}\right)^{2-r}}{M \eta \lambda}\left(\left\|\mathrm{E}_{P}\left(\Psi_{\lambda}\right)-\frac{1}{n} \sum_{i=1}^{n} \Psi_{\lambda}\left(x_{i}, y_{i}\right)\right\|_{2}+\sqrt{\varepsilon_{n}}\right) . \tag{3.25}
\end{equation*}
$$

Now, consider the i.i.d. random vectors $\Psi_{\lambda}\left(X_{i}, Y_{i}\right): \Omega \rightarrow \ell^{2}(\mathbb{K})$, for $1 \leqslant i \leqslant n$. It follows from Theorem 6(i) that $\max _{1 \leqslant i \leqslant n}\left\|\Psi_{\lambda}\left(X_{i}, Y_{i}\right)\right\| \leqslant 2 \kappa\left(\kappa \rho_{\lambda}+b\right)$ and that $\max _{1 \leqslant i \leqslant n} \mathrm{E}_{\mathrm{P}}\left\|\Psi_{\lambda}\left(X_{i}, Y_{i}\right)\right\|^{2} \leqslant 4 \kappa^{2} R\left(f_{u_{\lambda}}\right)$. Now set $\beta_{\lambda}=2 \kappa\left(\kappa \rho_{\lambda}+b\right)$ and $\sigma_{\lambda}^{2}=$ $\kappa^{2} R\left(f_{u_{\lambda}}\right)$. Then Bernstein's inequality in Hilbert spaces (Lemma 2) gives

$$
\begin{equation*}
\left(\forall \tau \in \mathbb{R}_{++}\right) \quad \mathrm{P}\left[\left\|\mathrm{E}\left(\Psi_{\lambda}(X, Y)\right)-\frac{1}{n} \sum_{i=1}^{n} \Psi_{\lambda}\left(X_{i}, Y_{i}\right)\right\|_{2} \leqslant \delta(n, \lambda, \tau)\right] \geqslant 1-e^{-\tau} \tag{3.26}
\end{equation*}
$$

where $\delta(n, \lambda, \tau)=2 \sigma_{\lambda} / \sqrt{n}+4 \sigma_{\lambda} \sqrt{\tau / n}+4 \beta_{\lambda} \tau /(3 n)$. Thus, recalling (3.25) we have

$$
\begin{equation*}
\mathrm{P}\left[\left\|\widehat{u}_{n, \lambda}\left(Z_{n}\right)-u_{\lambda}\right\|_{r}>\sqrt{\varepsilon_{n}}+\frac{\left(5 \rho_{\lambda}\right)^{2-r}}{M \eta \lambda}\left(\delta(n, \lambda, \tau)+\sqrt{\varepsilon_{n}}\right)\right] \leqslant e^{-\tau} \tag{3.27}
\end{equation*}
$$

Set $\gamma_{0}=2\left(b+\kappa\left\|u_{G}\right\|+1\right)^{2}$ and $\gamma_{1}=5^{2-r} \gamma_{0}^{2 / r-1} /(\eta M)^{2 / r}$. We note that, since $\sigma_{\lambda}$ is bounded, say by $\gamma_{2}$, for $\lambda<1$ sufficiently small, we have

$$
\begin{align*}
& \frac{\left(5 \rho_{\lambda}\right)^{2-r}}{M \eta \lambda}\left(\delta(n, \lambda, \tau)+\sqrt{\varepsilon_{n}}\right) \\
& =\frac{5^{2-r}}{M \eta}\left(\frac{\gamma_{0}}{\eta M}\right)^{\frac{2}{r}-1} \frac{1}{\lambda^{2 / r}}\left(\frac{2 \sigma_{\lambda}}{\sqrt{n}}+4 \sigma_{\lambda} \sqrt{\frac{\tau}{n}}+\frac{4 \beta_{\lambda} \tau}{3 n}+\sqrt{\varepsilon_{n}}\right) \\
& \leqslant \gamma_{1}\left(\frac{2 \gamma_{2}}{\lambda^{2 / r} n^{1 / 2}}+4 \gamma_{2} \frac{\sqrt{\tau}}{\lambda^{2 / r} n^{1 / 2}}+\frac{8 \tau \kappa^{2} \gamma_{0} /(\eta M)^{1 / r}}{3 n \lambda^{3 / r}}+\frac{8 \tau \kappa b}{3 n \lambda^{2 / r}}+\frac{\sqrt{\varepsilon_{n}}}{\lambda^{2 / r}}\right) . \tag{3.28}
\end{align*}
$$

Therefore, since $1 /\left(\lambda_{n}^{2 / r} n^{1 / 2}\right) \rightarrow 0$ and $\sqrt{\varepsilon_{n}} / \lambda_{n}^{2 / r} \rightarrow 0$ it follows that

$$
\begin{equation*}
\frac{\left(5 \rho_{\lambda_{n}}\right)^{2-r}}{\lambda_{n}}\left(\delta\left(n, \lambda_{n}, \tau\right)+\sqrt{\varepsilon_{n}}\right) \rightarrow 0 \tag{3.29}
\end{equation*}
$$

and hence, in view of (3.27), we get $\left\|\widehat{u}_{n, \lambda_{n}}\left(Z_{n}\right)-u_{\lambda_{n}}\right\|_{r} \rightarrow 0$ in probability. Now recalling (3.1), since $F\left(u_{\lambda_{n}}\right)-\inf F(\operatorname{dom} G) \rightarrow 0$ by Proposition 3(iii), and $\left\|\widehat{u}_{n, \lambda}\left(Z_{n}\right)-u_{\lambda_{n}}\right\|_{r} \rightarrow 0$ in probability, we derive that $\left\|\widehat{f}_{n}-f_{\mathscr{C}}\right\|_{L^{2}} \rightarrow 0$ in probability.
(ii): Let $n \in \mathbb{N}^{*}$, let $\eta \in \mathbb{R}_{++}$, and set

$$
\begin{equation*}
\Omega_{n, \eta}=\left\{\left\|\widehat{f}_{n}-f_{\mathscr{C}}\right\|_{L^{2}}>\|A\| \eta+\sqrt{F\left(u_{\lambda_{n}}\right)-\inf F(\operatorname{dom} G)}\right\} . \tag{3.30}
\end{equation*}
$$

Since $\varepsilon_{n}=O(1 / n)$, it follows from (3.28) that there exists $\gamma_{3} \in \mathbb{R}_{++}$such that, for every $\tau \in] 1,+\infty\left[\right.$, and every $n \in \mathbb{N}^{*}$,

$$
\begin{equation*}
\frac{\left(5 \rho_{\lambda_{n}}\right)^{2-r}}{\eta M \lambda_{n}}\left(\delta\left(n, \lambda_{n}, \tau\right)+\sqrt{\varepsilon_{n}}\right) \leqslant \frac{\gamma_{3} \tau}{\lambda_{n}^{2 / r} n^{1 / 2}} \tag{3.31}
\end{equation*}
$$

Let $\xi \in] 1,+\infty\left[\right.$. There exists $\bar{n} \in \mathbb{N}^{*}$, such that, for every integer $n \geqslant \bar{n}$,

$$
\begin{equation*}
\frac{\gamma_{3}}{\lambda_{n}^{2 / r} n^{1 / 2}} \leqslant \frac{\gamma_{3} \xi \log n}{\lambda_{n}^{2 / r} n^{1 / 2}} \leqslant \eta . \tag{3.32}
\end{equation*}
$$

Therefore, it follows from (3.27), (3.1), (3.31), and (3.32) that, for $n$ large enough,

$$
\begin{equation*}
\mathrm{P} \Omega_{n, \eta} \leqslant \exp \left(-\frac{\eta \lambda_{n}^{2 / r} n^{1 / 2}}{\gamma_{3}}\right) \leqslant \exp (-\xi \log n)=n^{-\xi} \tag{3.33}
\end{equation*}
$$

Thus, $\sum_{n=\bar{n}}^{+\infty} \mathrm{P} \Omega_{n, \eta}<+\infty$ and we derive from the Borel-Cantelli lemma that $\mathrm{P}\left(\bigcap_{k \geqslant \bar{n}} \bigcup_{n \geqslant k} \Omega_{n, \eta}\right)=0$. Recalling Proposition 3(iii), we conclude that the sequence $\left\|\widehat{f}_{n}-f_{\mathscr{C}}\right\|_{L^{2}} \rightarrow 0 \mathrm{P}-$ a.s.
(iii): First note that Proposition 3(iii) implies that $u^{\dagger}$ is well defined and that $\rho=$ $\sup _{\lambda \in \mathbb{R}_{++}}\left\|u_{\lambda}\right\|<+\infty$. Now, let $\lambda \in \mathbb{R}_{++}$and let $n \in \mathbb{N}^{*}$. Since $\left\|u_{\lambda}\right\| \leqslant \rho$, arguing as in the proof of (i), we obtain

$$
\begin{equation*}
\left(\forall \tau \in \mathbb{R}_{++}\right) \mathrm{P}\left[\left\|\widehat{u}_{n, \lambda}\left(Z_{n}\right)-u_{\lambda}\right\|_{r}>\sqrt{\varepsilon_{n}}+\frac{(5 \rho)^{2-r}}{M \lambda}\left(\delta(n, \tau)+\sqrt{\varepsilon_{n}}\right)\right] \leqslant e^{-\tau} \tag{3.34}
\end{equation*}
$$

where $\sigma=2 \kappa(\kappa \rho+b)$ and $\delta(n, \tau)=4 \sigma / \sqrt{n}+4 \sigma \sqrt{\tau / n}+4 \sigma \tau /(3 n)$.
(iii)(a): Since $1 /\left(\lambda_{n} n^{1 / 2}\right) \rightarrow 0$, we have $\left(1 / \lambda_{n}\right) \delta(n, \tau) \rightarrow 0$ and hence in view of (3.34), $\left\|\widehat{u}_{n, \lambda_{n}}\left(Z_{n}\right)-u_{\lambda_{n}}\right\|_{r} \rightarrow 0$ in probability. Moreover, since $\left\|u_{n, \lambda_{n}}\left(Z_{n}\right)-u^{\dagger}\right\| \leqslant$ $\left\|u_{n, \lambda_{n}}\left(Z_{n}\right)-u_{\lambda_{n}}\right\|+\left\|u_{\lambda_{n}}-u^{\dagger}\right\|$, the statement follows by Proposition 3(iv).
(iii)(b): The proof follows the same line as that of (ii).

## 4 Algorithmic analysis

The goal of this section is to prove Theorem 3 and Theorem 5. The proof of Theorem 3 is based on the following fact.

Lemma 3 [34, Lemma 4.1] Let $\mathscr{H}$ be a real Hilbert space, let $\beta \in \mathbb{R}_{++}$, and let $\delta \in \mathbb{R}_{+}$. Let $J_{1}: \mathscr{H} \rightarrow \mathbb{R}$ be a convex differentiable function with a $\beta$-Lipschitz continuous gradient, and let $J_{2} \in \Gamma_{0}(\mathscr{H})$. Then, for every $(u, v, w) \in \mathscr{H}^{3}$ and every $v^{*} \in \partial_{\delta} J_{2}(v)$,

$$
\begin{equation*}
\left(J_{1}+J_{2}\right)(v) \leqslant\left(J_{1}+J_{2}\right)(u)+\left\langle v-u \mid \nabla J_{1}(w)+v^{*}\right\rangle+\frac{\beta}{2}\|v-w\|^{2}+\delta \tag{4.1}
\end{equation*}
$$

Proof (of Theorem 3) Let $m \in \mathbb{N}$ and set

$$
\begin{equation*}
\tilde{v}_{m}=\operatorname{prox}_{\gamma_{m} J_{2}}\left(u_{m}-\gamma_{m}\left(\nabla J_{1}\left(u_{m}\right)+b_{m}\right)\right) . \tag{4.2}
\end{equation*}
$$

Since

$$
\begin{equation*}
v_{m} \in \operatorname{Argmin}_{w \in \mathscr{H}}^{\delta_{m}^{2} /\left(2 \gamma_{m}\right)}\left\{J_{2}(w)+\frac{1}{2 \gamma_{m}}\left\|w-\left(u_{m}-\gamma_{m}\left(\nabla J_{1}\left(u_{m}\right)+b_{m}\right)\right)\right\|^{2}\right\}, \tag{4.3}
\end{equation*}
$$

using the strong convexity of the objective function in (4.3), we get

$$
\begin{equation*}
\left\|v_{m}-\tilde{v}_{m}\right\| \leqslant \delta_{m} \tag{4.4}
\end{equation*}
$$

Therefore, setting $a_{m}=v_{m}-\tilde{v}_{m}$, we have

$$
\begin{equation*}
u_{m+1}=u_{m}+\tau_{m}\left(\operatorname{prox}_{\gamma_{m} J_{2}}\left(u_{m}-\gamma_{m}\left(\nabla J_{1}\left(u_{m}\right)+b_{m}\right)\right)+a_{m}-u_{m}\right) . \tag{4.5}
\end{equation*}
$$

Hence (2.15) is an instance of the inexact forward-backward algorithm studied in [12] and we can therefore use the results of [12, Theorem 3.4].
(i)-(ii): The statements follow from [12, Theorem 3.4(i)-(ii)].
(iii): We have

$$
\begin{align*}
\left\|u_{m}-v_{m}\right\|^{2} & \leqslant 2\left\|u_{m}-\tilde{v}_{m}\right\|^{2}+2\left\|a_{m}\right\|^{2} \\
& \leqslant 4\left\|u_{m}-\operatorname{prox}_{\gamma_{m} J_{2}}\left(u_{m}-\gamma_{m} \nabla J_{1}\left(u_{m}\right)\right)\right\|^{2}+4\left\|b_{m}\right\|^{2}+2\left\|a_{m}\right\|^{2} . \tag{4.6}
\end{align*}
$$

Therefore, the statement follows from [12, Theorem 3.4(iii)].
(iv): By (4.3) and [31, Lemma 1], there exist $\delta_{1, m} \in\left[0,+\infty\left[, \delta_{2, m} \in[0,+\infty[\right.\right.$, and $e_{m} \in \mathscr{H}$ with $\delta_{1, m}^{2}+\delta_{2, m}^{2} \leqslant \delta_{m}^{2}$ and $\left\|e_{m}\right\| \leqslant \delta_{2, m}$ such that

$$
\begin{equation*}
v_{m}^{*}=\frac{u_{m}-v_{m}}{\gamma_{m}}-\left(\nabla J_{1}\left(u_{m}\right)+b_{m}\right)+\frac{e_{m}}{\gamma_{m}} \in \partial_{\delta_{1, m}^{2} /\left(2 \gamma_{m}\right)} J_{2}\left(v_{m}\right) . \tag{4.7}
\end{equation*}
$$

Since $J=J_{1}+J_{2}$, it follows from Lemma 3 that, for every $u \in \mathscr{H}$,

$$
\begin{align*}
& J\left(v_{m}\right)- J(u) \\
& \leqslant\left\langle v_{m}-u \mid \nabla F\left(u_{m}\right)+v_{m}^{*}\right\rangle+\frac{L}{2}\left\|v_{m}-u_{m}\right\|^{2}+\frac{\delta_{1, m}^{2}}{2 \gamma_{m}} \\
&= \frac{1}{\gamma_{m}}\left\langle v_{m}-u \mid u_{m}-v_{m}\right\rangle+\frac{L}{2}\left\|v_{m}-u_{m}\right\|^{2}+\frac{1}{\gamma_{m}}\left\langle v_{m}-u \mid e_{m}-\gamma_{m} b_{m}\right\rangle+\frac{\delta_{1, m}^{2}}{2 \gamma_{m}} \\
&= \frac{1}{2 \gamma_{m}}\left(\left\|u_{m}-u\right\|^{2}-\left\|v_{m}-u\right\|^{2}\right) \\
&+\frac{1}{2}\left(\beta-\frac{1}{\gamma_{m}}\right)\left\|v_{m}-u_{m}\right\|^{2}  \tag{4.8}\\
& \quad+\frac{1}{\gamma_{m}}\left\langle v_{m}-u \mid e_{m}-\gamma_{m} b_{m}\right\rangle+\frac{\delta_{1, m}^{2}}{2 \gamma_{m}}
\end{align*}
$$

We derive from (i) and (iii) that $\left(\left\langle v_{m}-u \mid u_{m}-v_{m}\right\rangle\right)_{m \in \mathbb{N}}$ is square summable. Therefore, if we let $u \in \operatorname{Argmin} J$, it follows from (4.8) that $\left(J\left(v_{m}\right)-\inf J(\mathscr{H})\right)_{m \in \mathbb{N}}$ is square summable. Now, if we let $u=u_{m}$ in (4.8) we have

$$
\begin{align*}
J\left(v_{m}\right)-J\left(u_{m}\right) & \leqslant\left(\frac{\beta}{2}-\frac{1}{\gamma_{m}}\right)\left\|u_{m}-v_{m}\right\|^{2}+\frac{1}{\gamma_{m}}\left(\left\|u_{m}-v_{m}\right\|\left\|e_{m}-\gamma_{m} b_{m}\right\|+\frac{\delta_{1, m}^{2}}{2}\right) \\
& \leqslant \frac{1}{\gamma_{m}}\left(\left\|u_{m}-v_{m}\right\|\left\|e_{m}-\gamma_{m} b_{m}\right\|+\frac{\delta_{1, m}^{2}}{2}\right) . \tag{4.9}
\end{align*}
$$

Set $\underline{\gamma}=\inf _{m \in \mathbb{N}} \gamma_{m}$. Since $u_{m+1}=u_{m}+\tau_{m}\left(v_{m}-u_{m}\right)$, using the convexity of $J$ and (4.9), we get

$$
\begin{align*}
J\left(u_{m+1}\right)-\inf J(\mathscr{H}) & \leqslant J\left(u_{m}\right)-\inf J(\mathscr{H})+\tau_{m}\left(J\left(v_{m}\right)-J\left(u_{m}\right)\right) \\
& \leqslant J\left(u_{m}\right)-\inf J(\mathscr{H})+\underline{\gamma}^{-1}\left(\left\|u_{m}-v_{m}\right\|\left\|e_{m}-\gamma_{m} b_{m}\right\|+\delta_{1, m}^{2} / 2\right) \tag{4.10}
\end{align*}
$$

Thus, since $\left(\left\|u_{m}-v_{m}\right\|\left\|e_{m}-\gamma_{m} b_{m}\right\|+\delta_{1, m}^{2} / 2\right)_{m \in \mathbb{N}}$ is summable, [29, Lemma 2.2.2], ensures that $\left(J\left(u_{m}\right)-\inf J(\mathscr{H})\right)_{m \in \mathbb{N}}$ converges and, in view of the inequalities in (4.10), its limit must be 0 .
(v): Let $u \in \operatorname{Argmin} J$. Since, $u_{m}-u=\left(1-\tau_{m-1}\right)\left(u_{m-1}-u\right)+\tau_{m-1}\left(v_{m-1}-u\right)$, it follows from the convexity of $\|\cdot\|^{2}$ that

$$
\begin{equation*}
\left\|u_{m}-u\right\|-\left\|v_{m}-u\right\|^{2} \leqslant\left(1-\tau_{m-1}\right)\left\|u_{m-1}-u\right\|^{2}+\left\|v_{m-1}-u\right\|^{2}-\left\|v_{m}-u\right\|^{2} \tag{4.11}
\end{equation*}
$$

Therefore, it follows from (4.8) that

$$
\begin{align*}
0 & \leqslant J\left(v_{m}\right)-J(u) \\
& \leqslant \frac{1-\tau_{m-1}}{2 \underline{\gamma}}\left\|u_{m-1}-u\right\|^{2}+\frac{1}{2 \underline{\gamma}}\left(\left\|v_{m-1}-u\right\|^{2}-\left\|v_{m}-u\right\|^{2}\right) \\
& +\frac{1}{2}\left(\beta-\frac{1}{\gamma_{m}}\right)\left\|v_{m}-u_{m}\right\|^{2}+\frac{1}{\underline{\gamma}}\left(\left\|v_{m}-u\right\|\left\|e_{m}-\gamma_{m} b_{m}\right\|+\frac{\delta_{1, m}^{2}}{2}\right) \tag{4.12}
\end{align*}
$$

Hence, $\left(J\left(v_{m}\right)-\inf J(\mathscr{H})\right)_{m \in \mathbb{N}}$ is summable, for each term on the right hand side of (4.12) is summable. Since $u_{m+1}=\left(1-\tau_{m}\right) u_{m}+\tau_{m} v_{m}$, convexity of $J$ yields

$$
\begin{equation*}
0 \leqslant J\left(u_{m+1}\right)-\inf J(\mathscr{H}) \leqslant\left(1-\tau_{m}\right)\left(J\left(u_{m}\right)-\inf J(\mathscr{H})\right)+\tau_{m}\left(J\left(v_{m}\right)-\inf J(\mathscr{H})\right) \tag{4.13}
\end{equation*}
$$

The summability of $\left(1-\tau_{m}\right)_{m \in \mathbb{N}}$ and $\left(J\left(v_{m}\right)-\inf J(\mathscr{H})\right)_{m \in \mathbb{N}}$ implies that of $\left(J\left(u_{m}\right)-\inf J(\mathscr{H})\right)_{m \in \mathbb{N}}$.
(vi): Since $\left(J\left(u_{m}\right)-\inf J(\mathscr{H})\right)_{m \in \mathbb{N}}$ is summable, it follows from (4.10) and [15, Lemma 3] that $\left(J\left(u_{m}\right)-\inf J(\mathscr{H})\right)=o(1 / m)$.

The purpose of the rest of the section is to prove Proposition 2 and Theorem 5.
Lemma 4 Let $h: \mathbb{R} \rightarrow \mathbb{R}$ be convex and such that $0 \in \operatorname{Argmin}_{\mathbb{R}}$ h, let $(s, \mu) \in \mathbb{R}^{2}$, and let $\alpha \in[-1,1]$. Let $\beta \in \mathbb{R}_{+}$be the Lipschitz constant of $h$ in $[-1-|\mu|, 1+|\mu|]$ and set

$$
\begin{equation*}
\delta=\sqrt{(2 \beta+2|\mu|+1)|\alpha|} \quad \text { and } \quad s=\operatorname{prox}_{h} \mu+\alpha \tag{4.14}
\end{equation*}
$$

Then $s \simeq_{\delta} \operatorname{prox}_{h} \mu$. Moreover, $\widehat{s}=\operatorname{sign}(\mu) \max \{0, \operatorname{sign}(\mu) s\}$ satisfies $\widehat{s} \simeq_{\delta} \operatorname{prox}_{h} \mu$ and $\mu \widehat{s} \geqslant 0$.

Proof Let $t=\operatorname{prox}_{h} \mu$. Since $0 \in \operatorname{Argmin} h, \operatorname{prox}_{h} 0=0$. Hence, since prox ${ }_{h}$ is nonexpansive and increasing [12, Lemma 2.4], $|t| \leqslant|\mu|$ and $\operatorname{sign}(t)=\operatorname{sign}(\mu)$. We note that $|s| \leqslant|s-t|+|t| \leqslant 1+|\mu|$. Thus,

$$
\begin{align*}
h(s)+\frac{1}{2}|s-\mu|^{2}-h(t)-\frac{1}{2}|t-\mu|^{2} & \leqslant \beta|s-t|+\frac{1}{2}|s-t||s-\mu+t-\mu| \\
& \leqslant \frac{1}{2}(2 \beta+1+2|\mu|)|\alpha| \tag{4.15}
\end{align*}
$$

To conclude, it is enough to note that $\left|\widehat{s}-\operatorname{prox}_{h}(\mu)\right| \leqslant|\alpha|$.
Lemma 5 Let $h \in \Gamma_{0}(\mathbb{R})$, let $\sigma \in \Gamma_{0}(\mathbb{R})$ be a support function, and set $\phi=h+\sigma$. Let $(s, x) \in \mathbb{R}^{2}$ be such that $s \operatorname{prox}_{\sigma}(x) \geqslant 0$, and let $\delta \in \mathbb{R}_{+}$. Then

$$
\begin{equation*}
s \simeq_{\delta} \operatorname{prox}_{h}\left(\operatorname{prox}_{\sigma} x\right) \Rightarrow s \simeq_{\delta} \operatorname{prox}_{\phi} x \tag{4.16}
\end{equation*}
$$

Proof Let $\mu=\operatorname{prox}_{\sigma} x$ and $s \simeq_{\delta} \operatorname{prox}_{h}\left(\operatorname{prox}_{\sigma} x\right)$. By [31, Lemma 2.4] there exist $\left(\delta_{1}, \delta_{2}\right) \in \mathbb{R}_{+}^{2}$ and $e \in \mathbb{R}$, such that

$$
\begin{equation*}
\mu-s+e \in \partial_{\delta_{1}^{2} / 2} h(s), \quad|e| \leqslant \delta_{2}, \quad \text { and } \quad \delta_{1}^{2}+\delta_{2}^{2} \leqslant \delta^{2} \tag{4.17}
\end{equation*}
$$

Hence

$$
\begin{equation*}
x-s+e=x-\mu+\mu-s+e \in \partial \sigma(\mu)+\partial_{\delta_{1}^{2} / 2} h(s) \tag{4.18}
\end{equation*}
$$

Since $s \mu \geqslant 0$, there exists $t \in \mathbb{R}_{+}$such that $\mu=t s$. Moreover, since $\sigma$ is positively homogeneous, $\partial \sigma(t s) \subset \partial \sigma(s)$. Therefore $x-s+e \in \partial \sigma(s)+\partial_{\delta_{1}^{2} / 2} h(s) \subset \partial_{\delta_{1}^{2} / 2} \phi(s)$, which implies that $s \simeq_{\delta} \operatorname{prox}_{\phi} x$ by [31, Lemma 2.4].

Remark 8 Let $h \in \Gamma_{0}(\mathbb{R})$, let $(s, \mu) \in \mathbb{R}^{2}$, and let $\delta \in \mathbb{R}_{++}$. Suppose that $0 \in$ $\operatorname{Argmin}_{\mathbb{R}} h$ and that $s \simeq_{\delta} \operatorname{prox}_{h} \mu$ with $\delta \leqslant|s|$. Then $s \mu \geqslant 0$. Indeed, since $h(0)=$ $\inf h(\mathbb{R})$, we have

$$
\begin{equation*}
h(s)+\frac{1}{2}|s-\mu|^{2} \leqslant h(0)+\frac{1}{2} \mu^{2}+\frac{1}{2} \delta^{2} \leqslant h(s)+\frac{1}{2} \mu^{2}+\frac{1}{2} \delta^{2} \tag{4.19}
\end{equation*}
$$

and hence $0 \leqslant(1 / 2)\left(s^{2}-\delta^{2}\right) \leqslant s \mu$. This shows that Lemma 5 , when $\delta=0$, gives $\operatorname{prox}_{\phi}=\operatorname{prox}_{h} \circ \operatorname{prox}_{\sigma}$ and consequently generalizes [9, Proposition 3.6], relaxing also the condition on the differentiability of $h$ at 0 . With the help of this result one can compute general thresholding operators as the proximity operator of $|\cdot|+\eta|\cdot|^{r}$. Figure 1 depicts some instances of these thresholders (see also [9]).

The following lemma is an error-tolerant version of [10, Proposition 12].
Lemma 6 Let $\phi \in \Gamma_{0}(\mathbb{R})$, let $(s, x, p) \in \mathbb{R}^{3}$, let $\delta \in \mathbb{R}_{+}$, and let $C \subset \mathbb{R}$ be a nonempty closed interval. Then

$$
\begin{equation*}
s \simeq_{\delta} \operatorname{prox}_{\phi} x, \quad \text { and } \quad p=\operatorname{proj}_{C} s \Rightarrow p \simeq_{\delta} \operatorname{prox}_{\phi+l_{C}} x \tag{4.20}
\end{equation*}
$$

Proof Let $g=\phi+(1 / 2)|\cdot-x|^{2}$ and let $\varepsilon=\left(\delta^{2} / 2\right)$. Since $g$ is convex and $\bar{s}=\operatorname{prox}_{\phi} x$ is its minimum, $g$ is decreasing on $]-\infty, \bar{s}]$ and increasing on $[\bar{s},+\infty[$. By definition $s$ is an $\varepsilon$-minimizer of $g$. The statement is equivalent to the fact that $p$ is an $\varepsilon$-minimizer of $g+v_{C}$. If $s \in C$, then $p$ is a fortiori an $\varepsilon$-minimizer of $g+v_{C}$. We now consider two cases. First suppose that $s<\inf C$. If $s<\inf C \leqslant \bar{s}$, then $\inf C$ is still an $\varepsilon$-minimizer of $g$ and $\inf C \in C$. Thus $p=\inf C$ is an $\varepsilon$-minimizer of $g+v_{C}$. If either $s \leqslant \bar{s} \leqslant \inf C$ or $\bar{s} \leqslant s<\inf C$, we have $p=\operatorname{proj}_{C} \bar{s}=\inf C$, which is the minimum of $g+l_{C}$, since $g$ is increasing on $[\bar{s},+\infty[$. The second case $\sup C<s$ is treated likewise.

Proof (of Proposition 2) Set

$$
(\forall k \in \mathbb{K})\left\{\begin{array}{l}
\mu_{k}=\operatorname{soft}_{\gamma D_{k}} \chi_{k}  \tag{4.21}\\
s_{k}=\operatorname{sign}\left(\mu_{k}\right) \max \left\{0, \operatorname{sign}\left(\mu_{k}\right)\left(\operatorname{prox}_{\gamma h_{k}} \mu_{k}+\alpha_{k}\right)\right\} \\
v_{k}=\operatorname{proj}{C_{k}}_{c_{k}} s_{k} .
\end{array}\right.
$$

Let $k \in \mathbb{K}$. Since $\operatorname{soft}_{\gamma D_{k}}$ is nonexpansive and $2 \gamma \max \left\{h_{k}\left(\left|\chi_{k}\right|+2\right), h_{k}\left(-\left|\chi_{k}\right|-2\right)\right\}$ is a Lipschitz constant for $\gamma h_{k}$ on the interval $\left[-\left|\chi_{k}\right|-1,\left|\chi_{k}\right|+1\right]$, it follows from (4.21) and Lemma 4 that

$$
\left\{\begin{array}{l}
\delta_{k}^{2}=\left(4 \gamma \max \left\{h_{k}\left(\left|\chi_{k}\right|+2\right), h_{k}\left(-\left|\chi_{k}\right|-2\right)\right\}+2\left|\chi_{k}\right|+1\right)\left|\alpha_{k}\right|  \tag{4.22}\\
s_{k} \simeq \delta_{k} \operatorname{prox}_{\gamma h_{k}}\left(\operatorname{prox}_{\gamma \sigma_{D_{k}}} \chi_{k}\right) \\
s_{k} \operatorname{prox}_{\gamma \sigma_{D_{k}}} \chi_{k} \geqslant 0
\end{array}\right.
$$

Thus, Lemma 5 yields

$$
\begin{equation*}
s_{k} \simeq \delta_{k} \operatorname{prox}_{\gamma\left(h_{k}+\sigma_{D_{k}}\right)} \chi_{k} \tag{4.23}
\end{equation*}
$$

and, using Lemma 6, we obtain $v_{k} \simeq_{\delta_{k}} \operatorname{prox}_{\gamma g_{k}} \chi_{k}$. Hence, by Definition 1,

$$
\begin{equation*}
\gamma g_{k}\left(v_{k}\right)+\frac{1}{2}\left|v_{k}-\chi_{k}\right|^{2} \leqslant \gamma g_{k}\left(\operatorname{prox}_{\gamma g_{k}} \chi_{k}\right)+\frac{1}{2}\left|\operatorname{prox}_{\gamma g_{k}} \chi_{k}-\chi_{k}\right|^{2}+\frac{\delta_{k}^{2}}{2} \tag{4.24}
\end{equation*}
$$

On the other hand, we derive from [12, Example 2.19] and [9, Proposition 3.6] that

$$
\begin{equation*}
\left\langle\operatorname{prox}_{\gamma G} w \mid e_{k}\right\rangle=\operatorname{prox}_{\gamma g_{k}} \chi_{k} \tag{4.25}
\end{equation*}
$$

Thus, summing the inequalities (4.24) over $k$, we obtain

$$
\begin{align*}
& \gamma \sum_{k \in \mathbb{K}} g_{k}\left(v_{k}\right)+\frac{1}{2} \sum_{k \in \mathbb{K}}\left|v_{k}-\chi_{k}\right|^{2} \\
& \leqslant \gamma \sum_{k \in \mathbb{K}}\left(g_{k}\left(\left\langle\operatorname{prox}_{\gamma g} w \mid e_{k}\right\rangle\right)+\frac{1}{2}\left|\left\langle\operatorname{prox}_{\gamma G} w \mid e_{k}\right\rangle-\left\langle w \mid e_{k}\right\rangle\right|^{2}\right)+\frac{1}{2} \sum_{k \in \mathbb{K}} \delta_{k}^{2} \\
& \leqslant \gamma G\left(\operatorname{prox}_{\gamma_{G}} w\right)+\frac{1}{2}\left\|\operatorname{prox}_{\gamma G} w-w\right\|^{2}+\frac{1}{2} \sum_{k \in \mathbb{K}} \xi_{k} \\
& <+\infty \tag{4.26}
\end{align*}
$$

Thus, since, by Lemma 7, $\sum_{k \in \mathbb{K}} g_{k}\left(v_{k}\right)$ is either convergent or divergent to $+\infty$, (4.26) yields $\left(v_{k}\right)_{k \in \mathbb{N}} \in \ell^{2}(\mathbb{K})$ and one can find $v \in \mathscr{H}$ such that, for every $k \in \mathbb{K},\left\langle v \mid e_{k}\right\rangle=$ $v_{k}$. Hence,

$$
\begin{equation*}
\gamma G(v)+\frac{1}{2}\|v-w\|^{2} \leqslant \gamma G\left(\operatorname{prox}_{\gamma G} w\right)+\frac{1}{2}\left\|\operatorname{prox}_{\gamma G} w-w\right\|^{2}+\frac{1}{2} \sum_{k \in \mathbb{K}} \xi_{k} \tag{4.27}
\end{equation*}
$$

and finally $v \simeq_{\delta} \operatorname{prox}_{\gamma G} w$, where $\delta=\sqrt{\sum_{k \in \mathbb{K}} \xi_{k}}$.
Proof (of Theorem 5) (i): Lemma 7 guarantees that $G \in \Gamma_{0}\left(\ell^{2}(\mathbb{K})\right)$, that $G$ is coercive, and that $\operatorname{dom} G \subset \ell^{r}(\mathbb{K})$. The statement therefore follows from [3, Corollary 11.16(ii)].
(ii)-(iv): Let $\widehat{F}_{n}: \ell^{2}(\mathbb{K}) \rightarrow \mathbb{R}: u \rightarrow(1 / n) \sum_{i=1}^{n}\left(\left\langle u \mid \Phi\left(x_{i}\right)\right\rangle-y_{i}\right)^{2}$. Then, for every $u \in \ell^{2}(\mathbb{K}), \nabla \widehat{F}_{n}(u)=(2 / n) \sum_{i=1}^{n}\left(\left\langle u \mid \Phi\left(x_{i}\right)\right\rangle-y_{i}\right) \Phi\left(x_{i}\right)$. Hence, since $\left\|\Phi\left(x_{i}\right)\right\|_{2} \leqslant \kappa$, $\nabla(1 / \lambda) \widehat{F}_{n}$ is Lipschitz continuous with constant $2 \kappa^{2} / \lambda$. Therefore, the statement follows from Theorem 3, with $J_{1}=(1 / \lambda) \widehat{F}_{n}$ and $J_{2}=G$, by noting that, in view of Proposition 2, for every $m \in \mathbb{N}, v_{m}=\left(v_{m, k}\right)_{k \in \mathbb{K}} \in \ell^{2}(\mathbb{K})$ and $v_{m} \simeq_{\delta_{m}} \operatorname{prox}_{\gamma_{m} G} w_{m}$, where $\delta_{m} \leqslant \zeta \sqrt{\sum_{k \in \mathbb{K}} \xi_{k}} / m^{p}$. It remains to show the convergence properties of $\left(\left\|u_{m}-\widehat{u}\right\|_{r}\right)_{m \in \mathbb{N}}$ and $\left(\left\|v_{m}-\widehat{u}\right\|_{r}\right)_{m \in \mathbb{N}}$. We focus on the sequence $\left(\left\|u_{m}-\widehat{u}\right\|_{r}\right)_{m \in \mathbb{N}}$, since $\left(\left\|v_{m}-\widehat{u}\right\|_{r}\right)_{m \in \mathbb{N}}$ can be treated analogously. It follows from Lemma 1 and the convexity of $\widehat{F}_{n}$ that

$$
\begin{equation*}
(\forall m \in \mathbb{N}) \quad\left((1 / \lambda) \widehat{F}_{n}+G\right)\left(u_{m}\right)-\left((1 / \lambda) \widehat{F}_{n}+G\right)(\widehat{u}) \geqslant \frac{\eta M\left\|u_{m}-\widehat{u}\right\|_{r}^{2}}{\left(\|\widehat{u}\|_{r}+\left\|u_{m}-\widehat{u}\right\|_{r}\right)^{2-r}} \tag{4.28}
\end{equation*}
$$

Therefore, since $\left((1 / \lambda) \widehat{F}_{n}+G\right)\left(u_{m}\right)-\left((1 / \lambda) \widehat{F}_{n}+\lambda G\right)(\widehat{u}) \rightarrow 0$ as $m \rightarrow+\infty$ and $\psi: \mathbb{R}_{+} \rightarrow \mathbb{R}: t \mapsto t^{2} /(\|\widehat{u}\|+t)^{2-r}$ is strictly increasing with $\psi(0)=0$, we obtain $\left\|u_{m}-\widehat{u}\right\|_{r} \rightarrow 0$. Moreover, taking $\rho \in \mathbb{R}_{++}$such that $\sup _{m \in \mathbb{N}}\left(\|\widehat{u}\|_{r}+\left\|u_{m}-\widehat{u}\right\|_{r}\right)^{2-r} \leqslant$ $\rho$, (2.22) follows from (4.28).
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## A An auxiliary result

The following result is a generalization of [12, Proposition 5.14].

Lemma 7 Let $\mathbb{K}$ be an at most countable set. For every $k \in \mathbb{K}$, let $C_{k}$ be a closed interval in $\mathbb{R}$ such that $0 \in C_{k}$, let $D_{k}$ be a nonempty closed bounded interval in $\mathbb{R}$, and let $h_{k} \in \Gamma_{0}^{+}(\mathbb{R})$ be such that $h_{k}(0)=0$. Set

$$
\begin{equation*}
\left.\left.G: \ell^{2}(\mathbb{K}) \rightarrow\right]-\infty,+\infty\right]:\left(\xi_{k}\right)_{k \in \mathbb{K}} \mapsto \sum_{k \in \mathbb{K}} g_{k}\left(\xi_{k}\right), \quad \text { where } \quad g_{k}=v_{C_{k}}+\sigma_{D_{k}}+h_{k} \tag{A.1}
\end{equation*}
$$

Let $r \in] 1,2]$ and consider the following statements:
(a) $\sum_{k \in \mathbb{K}}\left|\left(\min D_{k}\right)_{+}\right|^{2}<+\infty$ and $\sum_{k \in \mathbb{K}}\left|\left(\max D_{k}\right)_{-}\right|^{2}<+\infty$.
(b) $\sum_{k \in \mathbb{K}} h_{k}^{*}\left(-\left(\min D_{k}\right)_{+}\right)<+\infty$ and $\sum_{k \in \mathbb{K}} h_{k}^{*}\left(\left(\max D_{k}\right)_{-}\right)<+\infty$.
(c) $\sum_{k \in \mathbb{K}} \mid\left(\min D_{k}\right)_{+} r^{r^{*}}<+\infty$ and $\sum_{k \in \mathbb{K}}\left|\left(\max D_{k}\right)_{-}\right|^{r^{*}}<+\infty$.

Then the following hold:
(i) Suppose that (a) or $(\mathrm{b})$ is satisfied. Then $G \in \Gamma_{0}\left(\ell^{2}(\mathbb{K})\right)$.
(ii) Suppose that (b) is satisfied. Then $\inf G\left(\ell^{2}(\mathbb{K})\right)>-\infty$.
(iii) Suppose that, for every $k \in \mathbb{K}, h_{k} \geqslant \eta|\cdot|^{r}$ for some $\eta \in \mathbb{R}_{++}$. Then (a) $\Rightarrow$ (c) $\Rightarrow$ (b).
(iv) Suppose that, for every $k \in \mathbb{K}, h_{k}-\eta|\cdot|^{r} \in \Gamma_{0}^{+}(\mathbb{R})$ for some $\eta \in \mathbb{R}_{++}$and that (c) holds. Then, for every $\left.\eta^{\prime} \in\right] 0, \eta\left[\right.$, there exists $H \in \Gamma_{0}\left(\ell^{2}(\mathbb{K})\right)$ such that $G: u \mapsto H(u)+\eta^{\prime} \sum_{k \in \mathbb{K}}\left|\mu_{k}\right|^{r}, \operatorname{dom} G \subset \ell^{r}(\mathbb{K})$, and $G$ is coercive in $\ell^{2}(\mathbb{K})$.

Proof We first observe that, if there exist $\left(\chi_{k}\right)_{k \in \mathbb{K}} \in \ell_{+}^{1}(\mathbb{K})$ and $b \in \mathbb{R}_{+}$such that

$$
\begin{equation*}
(\forall k \in \mathbb{K}) \quad-g_{k} \leqslant \chi_{k}+b|\cdot|^{2}, \tag{A.2}
\end{equation*}
$$

then $G \in \Gamma_{0}\left(\ell^{2}(\mathbb{K})\right)$.
(i): Let $k \in \mathbb{K}$. Since

$$
(\forall \mu \in \mathbb{R}) \quad \sigma_{D_{k}}(\mu)= \begin{cases}\mu \max D_{k} & \text { if } \mu \geqslant 0  \tag{A.3}\\ \mu \min D_{k} & \text { if } \mu<0\end{cases}
$$

we have

$$
\begin{align*}
(\forall \mu \in \mathbb{R}) \quad-g_{k}(\mu) & \leqslant-\sigma_{D_{k}}(\mu)-h_{k}(\mu) \\
& \leqslant \max \left\{\mu_{-}\left(\min D_{k}\right)_{+}, \mu_{+}\left(\max D_{k}\right)_{-}\right\}-h_{k}(\mu) \tag{A.4}
\end{align*}
$$

Hence, in order to guarantee condition (A.2) for some $\left(\chi_{k}\right)_{k \in \mathbb{K}} \in \ell_{+}^{1}(\mathbb{K})$ and $b \in \mathbb{R}_{++}$, it is sufficient to require condition (a) or (b) (note that $h_{k}^{*} \geqslant 0$, since $\left.h_{k}(0)=0\right)$. Therefore in this case $G \in \Gamma_{0}\left(\ell^{2}(\mathbb{K})\right.$ ).
(ii): It follows from (A.4) that

$$
\begin{equation*}
(\forall k \in \mathbb{K}) \quad-g_{k} \leqslant \max \left\{h_{k}^{*}\left(-\left(\min D_{k}\right)_{+}\right), h_{k}^{*}\left(\left(\max D_{k}\right)_{-}\right)\right\} . \tag{A.5}
\end{equation*}
$$

Hence, for every $u \in \ell^{2}(\mathbb{K}),-G(u) \leqslant \sum_{k \in \mathbb{K}} \max \left\{h_{k}^{*}\left(-\left(\min D_{k}\right)_{+}\right), h_{k}^{*}\left(\left(\max D_{k}\right)_{-}\right)\right\}<+\infty$.
(iii): For every $k \in \mathbb{K}, h_{k}^{*} \leqslant(r \eta)^{1-r^{*}}\left(r^{*}\right)^{-1}|\cdot|^{r^{*}}$. The statement therefore follows by observing that, since $2 \leqslant r^{*}, \ell^{2}(\mathbb{K}) \subset \ell^{r^{*}}(\mathbb{K})$.
(iv): Setting, for every $k \in \mathbb{K}, \tilde{h}_{k}=h_{k}-\eta^{\prime}|\cdot|^{r}$, we have $g_{k}=l_{C_{k}}+\sigma_{D_{k}}+\tilde{h}_{k}+\eta^{\prime}|\cdot|^{r}$, with $\left(\eta-\eta^{\prime}\right)|\cdot|^{r} \leqslant$ $\tilde{h}_{k} \in \Gamma_{0}^{+}(\mathbb{R})$. It follows from (i) and (iii) that, for every $u=\left(\mu_{k}\right)_{k \in \mathbb{K}} \in \ell^{2}(\mathbb{K}), G(u)=H(u)+\eta^{\prime} \sum_{k \in \mathbb{K}}\left|\mu_{k}\right|^{r}$, for some $H \in \Gamma_{0}\left(\ell^{2}(\mathbb{K})\right)$.

## B Proximity operators of power functions

It follows from [7, Example 4.4] that, for every $\gamma \in \mathbb{R}_{++}$and every $r \in[1,2]$,

$$
\begin{equation*}
(\forall \mu \in \mathbb{R}) \quad \operatorname{prox}_{\gamma|\cdot|^{r}} \mu=\xi \operatorname{sign}(\mu), \quad \text { where } \quad \xi \geqslant 0 \quad \text { and } \quad \xi+r \gamma \xi^{r-1}=|\mu| \tag{B.1}
\end{equation*}
$$

Equation (B.1) can be solved explicitly for $r \in\{3 / 2,4 / 3,5 / 4\}[7,35]$. However, in general, it must be solved iteratively.

Proposition 4 Let $\mu \in \mathbb{R}$, let $\gamma \in \mathbb{R}_{++}$, let $r \in[1,2]$, and let $\left(r_{1}, r_{2}\right) \in[1,2]^{2}$, be such that $r_{1}<r_{2}$. Then the following hold:
(i) $\operatorname{prox}_{\gamma|\cdot|^{r}}: \mathbb{R} \rightarrow \mathbb{R}$ is strictly increasing, nonexpansive, odd, and differentiable, and $\left.\operatorname{prox}_{\gamma \mid \cdot}\right|^{r}+\boldsymbol{l}_{\mathbb{R}_{+}}$is convex.
(ii) We have

$$
\begin{equation*}
\min \left\{\frac{|\mu|}{1+r \gamma},\left(\frac{|\mu|}{1+r \gamma}\right)^{\frac{1}{r-1}}\right\} \leqslant\left|\operatorname{prox}_{\gamma|\cdot|^{r}} \mu\right| \leqslant \max \left\{\frac{|\mu|}{1+r \gamma},\left(\frac{|\mu|}{1+r \gamma}\right)^{\frac{1}{r-1}}\right\} \tag{B.2}
\end{equation*}
$$

(iii) Suppose that $|\mu|>1+r_{2} \gamma$. Then $\left|\operatorname{prox}_{\gamma|\cdot|^{r_{2}}} \mu\right|<\left|\operatorname{prox}_{\gamma|\cdot|^{r_{1}}} \mu\right|$.
(iv) Suppose that $r>1$ and that $|\mu|>1+r \gamma$. Then $\frac{|\mu|}{1+r \gamma} \leqslant\left|\operatorname{prox}_{\gamma|\cdot|^{r}} \mu\right|<|\mu|-\gamma$.

Proof (i): It follows from [9, Lemma 2.2(iv) and Proposition 2.4] that prox ${ }_{\tau \mid \cdot}$ is nonexpansive, increasing, and odd. Now set $\psi: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}: \xi \mapsto \xi+r \tau \xi^{r-1}$. Clearly $\psi$ is strictly increasing and concave. Moreover it is differentiable on $\mathbb{R}_{++}$and, for every $\xi \in \mathbb{R}_{++}, \psi^{\prime}(\xi)=1+r(r-1) / \xi^{2-r}$. Hence, from (B.1), for every $\mu \in \mathbb{R}_{+}, \operatorname{prox}_{\tau|\cdot|^{r}} \mu=\psi^{-1}(\mu)$. This shows that $\operatorname{prox}_{\tau|\cdot|}$ is strictly increasing, convex, differentiable on $\mathbb{R}_{++}$with, for every $\mu \in \mathbb{R}_{++},\left(\operatorname{prox}_{\tau|\cdot|}\right)^{\prime} \mu=1 / \psi^{\prime}\left(\psi^{-1}(\mu)\right)$, that is

$$
\begin{equation*}
\left(\operatorname{prox}_{\gamma|\cdot|^{r}}\right)^{\prime} \mu=\left(1+\frac{r(r-1) \gamma}{\left(\operatorname{prox}_{\gamma|\cdot|^{r}} \mu\right)^{2-r}}\right)^{-1} \tag{B.3}
\end{equation*}
$$

(ii): According to (B.1), there exists $\xi \in \mathbb{R}_{+}$such that $\operatorname{prox}_{\tau|\cdot|^{r}} \mu=\operatorname{sign}(\mu) \xi$ and $\xi+r \tau \xi^{r-1}=|\mu|$. If $\xi \geqslant 1$, then $|\mu|=\xi+r \tau \xi^{r-1} \leqslant(1+r \tau) \xi$, hence $|\mu| /(1+r \tau) \leqslant \xi=\left|\operatorname{prox}_{\tau|\cdot|}{ }^{r} \mu\right|$. If $\xi<1$, then $|\mu|=$ $\xi+r \tau \xi^{r-1} \leqslant(1+r \tau) \xi^{r-1}$, hence $(|\mu| /(1+r \tau))^{1 /(r-1)} \leqslant \xi=\left|\operatorname{prox}_{\tau|\cdot|}{ }^{r} \mu\right|$. The first inequality in (B.2) follows and the second is proved analogously.
(iii): In view of (B.1) there exist $\xi_{1} \in \mathbb{R}_{+}$and $\xi_{2} \in \mathbb{R}_{+}$such that

$$
\begin{cases}\operatorname{prox}_{\tau|\cdot| r_{1}} \mu=\operatorname{sign}(\mu) \xi_{1} \quad \text { and } \quad \xi_{1}+r_{1} \tau \xi_{1}^{r_{1}-1}=|\mu|  \tag{B.4}\\ \operatorname{prox}_{\tau|\cdot| r_{2}} \mu=\operatorname{sign}(\mu) \xi_{2} \quad \text { and } \quad \xi_{2}+r_{2} \tau \xi_{2}^{r_{2}-1}=|\mu|\end{cases}
$$

If $|\mu|>1+\tau r_{2}>1+\tau r_{1}$, it follows from (B.2) that

$$
\begin{equation*}
1<\frac{|\mu|}{1+r_{1} \tau} \leqslant\left|\xi_{1}\right| \quad \text { and } \quad 1<\frac{|\mu|}{1+r_{2} \tau} \leqslant\left|\xi_{2}\right| . \tag{B.5}
\end{equation*}
$$

Therefore, since $r_{1}<r_{2}$ and $\xi_{1}>1$,

$$
\begin{equation*}
\xi_{2}+r_{2} \tau \xi_{2}^{r_{2}-1}=|\mu|=\xi_{1}+r_{1} \tau \xi_{1}^{r_{1}-1}<\xi_{1}+r_{2} \tau \xi_{1}^{r_{2}-1} \tag{B.6}
\end{equation*}
$$

Hence, since $\xi \mapsto \xi+r_{2} \tau \xi^{r_{2}-1}$ is strictly increasing on $\mathbb{R}_{+}$, we conclude that $\xi_{2}<\xi_{1}$.
(iv): Since (B.1) implies that $\operatorname{prox}_{\tau|\cdot|} \mu=\operatorname{sign}(\mu)(|\mu|-\tau)$, we derive from (iii) that

$$
\begin{equation*}
|\mu|>1+r \tau \quad \Rightarrow \quad\left|\operatorname{prox}_{\tau|\cdot|} \mu\right|<|\mu|-\tau \tag{B.7}
\end{equation*}
$$

The first inequality in (iv) follows directly from (B.2).
Remark 9
(i) The bounds given in (B.2) can be useful to initialize the bisection method to solve (B.1).
(ii) $\left(\operatorname{prox}_{\gamma|\cdot|^{r}}\right)^{\prime} 0=0,\left(\operatorname{prox}_{\gamma|\cdot|^{r}}\right)^{\prime} \mu \leqslant 1$ and $\left(\operatorname{prox}_{\gamma|\cdot|^{r}}\right)^{\prime} \mu \rightarrow 1$ as $\mu \rightarrow+\infty$.
(iii) $\operatorname{prox}_{\gamma|\cdot|^{r}}$ has no asymptote as $\mu \rightarrow+\infty$, since (B.1) yields prox $\gamma_{\gamma|\cdot|^{r}} \mu-\mu=-r \gamma\left(\operatorname{prox}_{\gamma|\cdot|^{r}} \mu\right)^{r-1} \rightarrow-\infty$ as $\mu \rightarrow+\infty$.
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