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§1. Introduction

The problem of extracting information from data is at the core of many tasks in signal processing,

inverse problems, and machine learning. A prevalent methodology to seek meaningful solutions is

to build a mathematical model that incorporates the prior knowledge about the object of interest x
and the data, which consist of observationsmathematically or physically related to x (see Figure 1).

Since the first mathematical formalizations of Euler [23] and Mayer [30] in the late 1740s, which

contained the embryo of least-squares data fitting techniques, convex minimization formulations

have been a tool of choice. The following problem encapsulates a broad range of minimization

models found in data analysis problems [2, 4, 5, 7, 10, 12, 16, 25, 27, 37] (see Section 2.1 for notation).

Problem 1.1. H is a separable real Hilbert space and f ∈ Γ0 (H). For every k ∈ {1, . . . , p}, Gk is a

separable real Hilbert space, gk ∈ Γ0 (Gk), and 0 ≠ Lk : H → Gk is linear and bounded. It is assumed

that zer(mf + ∑p

k=1
L∗
k
◦ (mgk) ◦ Lk) ≠ ∅. The task is to

minimize
x∈H

f (x) +
p∑

k=1

gk (Lkx). (1.1)

In recent years, an increasing number of problem formulations have emerged, which cannot

be naturally reduced to tractable minimization problems and which are best captured by more

general notions of equilibria provided by inclusion problems [14, 15, 17, 18, 24, 26, 34, 39, 40] A

formulation covering such models, as well as Problem 1.1, is the following composite monotone

inclusion formulation.

Problem 1.2. H is a separable real Hilbert space and A : H → 2H is maximally monotone. For

every k ∈ {1, . . . , p}, Gk is a separable real Hilbert space, Bk : Gk → 2Gk is maximally monotone,

and 0 ≠ Lk : H → Gk is linear and bounded. It is assumed that Z = zer(A +∑p

k=1
L∗
k
◦ Bk ◦ Lk) ≠ ∅.

The task is to

find x ∈ H such that 0 ∈ Ax +
p∑

k=1

L∗k
(
Bk(Lkx)

)
. (1.2)

Prior knowledge Observations

Mathematical model

Algorithm

Solution

Figure 1: Data processing flowchart.
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Splitting algorithms for solving Problem 1.2 operate on the principle that each nonlinear and

linear operator is used separately over the course of the iterations. Since the nonlinear operators

are general set-valued monotone operators, they must be activated through their resolvent. Var-

ious deterministic operator splitting methods are available to solve Problem 1.2, most of which

require the activation of the resolvents of the p + 1 operators A and (Bk)16k6p at each iteration

[11]. Our specific focus is on solving Problem 1.2 in instances when p is large, as is often the case

in data analysis problems. In such scenarios, memory and computing power limitations make the
execution of standard monotone operator splitting algorithms inefficient if not simply impossible.

We aim at designing monotone splitting algorithms which are stochastic in the sense that they

activate a randomly selected block of operators at each iteration and, in addition, allow for ran-

dom errors in the implementation of these resolvent steps. Furthermore, the proposed algorithms

satisfy the following requirements:

R1: They guarantee the almost sure convergence of the sequence of iterates to a solution to

Problem 1.2 (respectively Problem 1.1) without any additional assumptions on the nonlinear

operators (respectively the functions), the linear operators, or the underlying Hilbert spaces.

R2: At each iteration,more than one randomly selected resolvent of the operators (A,B1, . . . ,Bp)
can be activated.

R3: Knowledge of bounds on the norms of the linear operators is not required.

R4: The operators are available only through a stochastic approximation.

Requirement R1 imposes actual iterate convergence to a solution and not a weaker form of con-

vergence such as ergodic convergence, vanishing stepsizes, or, in the context of Problem 1.1, con-

vergence of the values of the objective function. It also asks that Problems 1.2 and 1.1 be addressed

in their generality, without restricting their scope by introducing additional assumptions. Require-

mentR2makes it possible to activate more than one operator, hence opening the way to matching

efficiently the computational load of an iteration to the possibly parallel architecture at hand. Re-

quirement R3 broadens the scope of the methods by not assuming any knowledge of the norms
of the linear operators present in the model. For instance, in domain decomposition methods, it is

quite difficult to obtain tight upper bounds on the norms of the trace operators [3]. Finally, in the

spirit of the classical stochastic iteration models of [8, 22, 35], R4 addresses the robustness of the

algorithm to stochastic errors affecting the implementation of the operators.

As will be seen in the literature review of Section 2.2, there does not seem to exist methods that

satisfy simultaneouslyR1–R4. Our main contribution is presented in Section 3, where we propose

three algorithmic frameworks that comply with R1–R4. Section 4 is devoted to the minimization

setting of Problem 1.1. The last section of the paper is Section 5, where the proposed algorithms

are applied to signal restoration, support vector machine, classification, and image reconstruction

problems.

§2. Notation and existing algorithms

2.1. Notation

Throughout, H is a separable real Hilbert space with power set 2H, identity operator Id, scalar

product 〈· | ·〉, and associated norm ‖ · ‖.
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Let A : H → 2H. The graph of A is graA =
{
(x, x∗) ∈ H × H | x∗ ∈ Ax

}
and the set of zeros

of A is zerA =
{
x ∈ H | 0 ∈ Ax

}
. The inverse of A is the operator A−1 : H → 2H with graph

graA−1 =
{
(x∗, x) ∈ H × H | x∗ ∈ Ax

}
and the resolvent of A is JA = (Id + A)−1. Further, A is

maximally monotone if

(
∀(x, x∗) ∈ H × H

) [
(x, x∗) ∈ graA ⇔

(
∀(y, y∗) ∈ graA

)
〈x − y | x∗ − y∗〉 > 0

]
. (2.1)

An operator F : H → H is firmly nonexpansive if

(∀x ∈ H) (∀y ∈ H) 〈x − y | Fx − Fy〉 > ‖Fx − Fy‖2. (2.2)

Lemma 2.1. Let F : H → H be firmly nonexpansive and let γ ∈ ]0, +∞[. Then there exists a maxi-

mally monotone operator A : H → 2H such that the following hold:

(i) F = JA.

(ii) JγF = Id − γJ(1+γ)−1A ◦ (1 + γ)−1Id.

Proof. (i): See [6, Corollary 23.9].

(ii): This follows from (i) and [6, Proposition 23.29].

Γ0 (H) denotes the class of lower semicontinuous convex functions f : H → ]−∞, +∞] such that

dom f =
{
x ∈ H | f (x) < +∞

}
≠ ∅. Let f ∈ Γ0 (H). The subdifferential of f is the maximally

monotone operator

mf : H → 2H : x ↦→
{
x∗ ∈ H | (∀z ∈ H) 〈z − x | x∗〉 + f (x) 6 f (z)

}
(2.3)

and the proximity operator of f is

proxf = Jmf : H → H : x ↦→ argmin
z∈H

(
f (z) + 1

2
‖x − z‖2

)
. (2.4)

Let C be a nonempty closed convex subset of H. Then ]C denotes the indicator function of C, dC
the distance function to C,

NC = m]C : x ↦→
{{

x∗ ∈ H | (∀y ∈ C) 〈y − x | x∗〉 6 0
}
, if x ∈ C;

∅, otherwise
(2.5)

the normal cone operator of C, and projC = prox]C = JNC
the projection operator onto C. In

particular, if V is a closed vector subspace of H,

NV : H → 2H : x ↦→
{
V⊥, if x ∈ V;

∅, otherwise.
(2.6)

The underlying probability space is (Ω,F, P) and BH denotes the Borel σ-algebra of H. An H-
valued random variable is a measurable mapping G : (Ω,F) → (H,BH). The σ-algebra generated
by a family Φ of random variables is denoted by σ(Φ). Given G : Ω → H and S ⊂ H, we set

[G ∈ S] =
{
ω ∈ Ω | G (ω) ∈ S

}
. The reader is referred to [6] for background onmonotone operators

and convex analysis, and to [28] for background on probability in Hilbert spaces.
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We use sans-serif letters to denote deterministic variables and italicized serif letters to denote

random variables. Finally, in connection with Problem 1.2, we define the Hilbert direct sum

G = G1 ⊕ · · · ⊕ Gp, (2.7)

as well as the subspace

W =

{
x ∈ H ⊕ G

���� (∀k ∈ {1, . . . , p}) xk+1 = Lkx1

}
, (2.8)

and note that

W⊥ =

{
x∗ ∈ H ⊕ G

���� x
∗
1 = −

p∑

k=1

L∗kx
∗
k+1

}
. (2.9)

2.2. Existing algorithms

It seems that no algorithm satisfying requirements R1–R4 has been explicitly proposed to solve

Problem 1.2 — or even Problem 1.1 — in the literature. There is a vast body of papers on random ac-

tivation algorithms in the special case of Problem 1.1 that consists in minimizing a sum of smooth

functions
∑p

k=1
gk in H = RN via so-called stochastic gradient descent methods. Their principle is

to activate a randomly selected gradient in (∇gk)16k6p at each iteration; see [21] and its bibliogra-

phy and [19, 38] for related work with random proximal activations for this type problem. These

methods focus on a very specific instance of Problem 1.1 and they do not satisfy R1–R2. The only

random activation algorithm tailored to Problem 1.1 which guarantees almost sure convergence

of the iterates without additional assumptions such as strong convexity is the following (see also

[1] for a non-adaptive version).

Proposition 2.2 ([9, Theorem 2.1 and Algorithm 3.1]). Consider the setting of Problem 1.1 and

suppose that H = RN and, for every k ∈ {1, . . . , p}, Gk = RMk , all considered as standard Euclidean

spaces. Let (πk)16k6p be real numbers in ]0, 1] such that
∑p

k=1
πk = 1, and let (:n)n∈N be identically

distributed {1, . . . , p}-valued random variables such that, for every k ∈ {1, . . . , p}, P[:0 = k] = πk.

Set, for every k ∈ {1, . . . , p} and every n ∈ N, Yk,n = 1[:n=k] . Let g0 ∈ ]0, +∞[ and f0 ∈ ]0, +∞[ be
such that

g0f0 max
16k6p

‖Lk‖2
πk

< 1. (2.10)

Further, let j0 ∈ [0, 1[, η ∈ ]0, 1[, and δ ∈ ]1, +∞[, set d0 = 0 anda0 = 0, let G1,0 be aH-valued random

variable, and let ~0 be a G-valued random variable. Set z0 = ~0 and L : H → G : x ↦→ (Lkx)16k6p,
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and iterate

for n = 0, 1, . . .


(
gn+1, fn+1, jn+1

)
=




( gn

1 − jn
, fn (1 − jn), jnη

)
, if dn > ‖L‖anδ;

(
gn (1 − jn),

fn

1 − jn
, jnη

)
, if dn < ‖L‖anδ;

(
gn, fn, jn

)
, if

‖L‖an
δ
6 dn 6 ‖L‖anδ

G1,n+1 = G1,n + proxgn+1f
(
G1,n − gn+1

∑p

k=1
L∗
k
Ik,n

)

for k = 1, . . . , p


~k,n+1 = ~k,n+1 + Yk,n

(
proxfn+1g∗k

(
~k,n + fn+1LkG1,n+1

)
− ~k,n

)

Ik,n+1 = ~k,n + Yk,n

(
~k,n+1 +

1

πk

(
~k,n+1 − ~k,n

)
− ~k,n

)

dn+1 =


1

gn+1

(
Gn − Gn+1

)
− 1

π:n
L∗
:n

(
~:n,n − ~:n,n+1

)
1

an+1 =
1

π:n

L:n
(
Gn − Gn+1

)
− 1

fn+1

(
~:n,n − ~:n,n+1

)
1
,

(2.11)

where ‖ · ‖1 denotes the ℓ1-norm. Then (G1,n)n∈N converges P-a.s. to anArgmin(f+∑p

k=1
gk◦Lk)-valued

random variable.

Algorithm (2.11) is of interest because it guaranteesR1 in a finite-dimensional setting. However,

it does not satisfyR2 since, at each iteration, f must be activated together with one of the functions

(gk)16k6p. It does not satisfy R3 either since it requires the knowledge of the norms of linear

operators in (2.10). We also note that it does not tolerate errors in the evaluation of the proximity

operators, which means that R4 is not satisfied.

Let us now turn to the general Problem 1.2. The only algorithm that satisfies R1 is that of [33],
which corresponds to an implementation of the random block-coordinate forward-backward al-

gorithm of [13, Section 5.2] suggested in [13, Remark 5.10(iv)].

Proposition 2.3 ([33, Proposition 4.6]). Consider the setting of Problem 1.2. LetW : H → H and,

for every k ∈ {1, . . . , p}, Uk : Gk → Gk be bounded linear strongly positive self-adjoint operators such

that
p∑

k=1

U1/2
k

LkW
1/22 <

1

2
. (2.12)

Let (λn)n∈N be a sequence in ]0, 1] such that infn∈N λn > 0, let G1,0 and (01,n)n∈N beH-valued random
variables, let v0 and (bn)n∈N be G-valued random variables, and let (9n)n∈N be identically distributed
{0, 1}p r {0}-valued random variables. Iterate

for n = 0, 1, . . .


~1,n = JWA

(
G1,n −W

(∑p

k=1
L∗
k
Ek,n

) )
+ 01,n

G1,n+1 = G1,n + λn (~1,n − G1,n)
for k = 1, . . . , p⌊
Dk,n = Yk,n

(
JUkB

−1
k

(
Ek,n + Uk

(
Lk(2~1,n − G1,n)

))
+ 1k,n

)

Ek,n+1 = Ek,n + Yk,nλn
(
Dk,n − Ek,n

)
,

(2.13)
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and set (∀n ∈ N) En = σ(9n) and Xn = σ(G1,l, v l)06l6n. In addition, assume that the following hold:

(i)
∑

n∈N
√
E(‖01,n‖2 |Xn) < +∞ and

∑
n∈N

√
E(‖bn‖2 |Xn) < +∞.

(ii) For every n ∈ N, En and Xn are independent.

(iii) For every l ∈ {1, . . . , p}, P[Yl,0 = 1] > 0.

Then (G1,n)n∈N converges weakly P-a.s. to a Z-valued random variable.

Let us note that Algorithm (2.13) satisfies R1 but not R2 since it must activate A at each itera-

tion, nor R3 since it requires the knowledge of the norms of linear operators to implement (2.12).

Another framework related to Problem 1.2 is that of [20], which allows for random activations
in Problem 1.2 in a finite-dimensional setting when no linear operator is present and under the

assumption that the operators (Bk)16k6p are cocoercive. It therefore does not satisfy several re-

quirements of R1 and activates only one operator per iteration, which violates R2. On the other

hand, the recent work [36] solves Problem 1.2 in a finite-dimensional setting when no linear op-

erator is present and under strong monotonicity of the nonlinear operators. Hence, it does not

satisfy R1 and, since it does not allow for multiple activations at each iteration, it does not satisfy

R2 either.

§3. Proposed algorithms

3.1. Multivariate framework

Our strategy consists in embedding Problem 1.2 into multivariate problems that have the following

general form studied in [13] and involve m agents (x1, . . . , xm).

Problem 3.1. Let (Xi)16i6m and (Yj)16j6r be families of separable real Hilbert spaces with Hilbert

direct sums X = X1⊕· · ·⊕Xm andY = Y1⊕· · ·⊕Yr. For every i ∈ {1, . . . ,m} and every j ∈ {1, . . . , r},
let Ci : Xi → 2Xi and Dj : Yj → 2Yj be maximally monotone, and let Mji : Xi → Yj be linear and
bounded. The task is to

find x ∈ X such that (∀i ∈ {1, . . . ,m}) 0 ∈ Cixi +
r∑

j=1

M∗
ji

(

Dj

( m∑

l=1

Mjlxl

))

. (3.1)

The set of solutions to (3.1) is denoted by Z and assumed to be nonempty. Further, the projection

operator onto the subspace

V =

{
(x, y) ∈ X ⊕ Y

���� (∀j ∈ {1, . . . , r}) yj =
m∑

i=1

Mjixi

}
(3.2)

is decomposed as

projV : (x, y) ↦→
(
Ql (x, y)

)
16l6m+r, where

{
(∀i ∈ {1, . . . ,m}) Qi : X ⊕ Y → Xi

(∀j ∈ {1, . . . , r}) Qm+j : X ⊕ Y → Yj.
(3.3)
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Our approach is ultimately based on the Douglas–Rachford algorithm implemented in X ⊕ Y.

First, using the setting of Problem 3.1, set




M : X → Y : x ↦→
(∑m

i=1 M1ixi, . . . ,
∑m

i=1 Mrixi
)

C : X → 2X : x ↦→ C1x1 × · · · × Cmxm

D : Y → 2Y : y ↦→ D1y1 × · · · × Dryr.

(3.4)

Then (3.2) yields

V =
{
(x, y) ∈ X ⊕ Y | y = Mx

}
. (3.5)

Moreover, (3.1) is equivalent to the problem of finding a point in zer(C+M∗ ◦D ◦M). Now define

A : X ⊕ Y → 2X⊕Y : (x, y) ↦→ Cx ×Dy and B = NV. (3.6)

Then it follows from [13, Eq. (5.23)] that, if (x, y) ∈ zer(A+B), then x ∈ zer(C+M∗◦D◦M). We can

construct a point in zer(A + B) iteratively by the Douglas–Rachford algorithm [6, Section 26.3],

which requires the resolvents of A and B. By [6, Proposition 23.18], JA can be decomposed in

terms of (JC1, . . . , JCm
, JD1, . . . , JDr

). On the other hand, JB = projV and it follows from (3.5) and [6,

Example 29.19(ii)] that

(∀x ∈ X) (∀y ∈ Y) projV (x, y) = (p,Mp), where p = (Id +M∗ ◦M)−1
(
x +M∗y

)
. (3.7)

This operator is decomposed in terms of the operators (Ql)16l6m+r in (3.3). The following result

provides a randomly block-activated implementation of this product space version of the Douglas–

Rachford algorithm.

Theorem 3.2 ([13, Corollary 5.3]). Consider the setting of Problem 3.1. Set O = {0, 1}m+r
r {0},

let γ ∈ ]0, +∞[, let (λn)n∈N be a sequence in ]0, 2[ such that infn∈N λn > 0 and supn∈N λn < 2, let x0,

z0, (an)n∈N, and (cn)n∈N be X-valued random variables, let ~0,w0, (bn)n∈N, and (dn)n∈N be Y-valued
random variables, and let (9n)n∈N be identically distributed O-valued random variables. Iterate

for n = 0, 1, . . .


for i = 1, . . . ,m⌊
Gi,n+1 = Gi,n + Yi,n

(
Qi(zn,wn) + 0i,n − Gi,n

)

Ii,n+1 = Ii,n + Yi,nλn
(
JγCi

(2Gi,n+1 − Ii,n) + 2i,n − Gi,n+1
)

for j = 1, . . . , r⌊
~j,n+1 = ~j,n + Ym+j,n

(
Qm+j(zn,wn) + 1j,n − ~j,n

)

F j,n+1 = F j,n + Ym+j,nλn
(
JγDj

(2~j,n+1 −F j,n) + 3j,n − ~j,n+1
)
,

(3.8)

and set (∀n ∈ N) En = σ(9n) and Sn = σ(zl,w l)06l6n. In addition, assume that the following are

satisfied:

(i)
∑

n∈N
√
E(‖an‖2 | Sn) < +∞,

∑
n∈N

√
E(‖bn‖2 | Sn) < +∞,

∑
n∈N

√
E(‖cn‖2 | Sn) < +∞,

∑
n∈N

√
E(‖dn‖2 | Sn) < +∞, an ⇀ 0 P-a.s., and bn ⇀ 0 P-a.s.

(ii) For every n ∈ N, En and Sn are independent.

(iii) For every l ∈ {1, . . . ,m + r}, P[Yl,0 = 1] > 0.
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Then (xn)n∈N converges weakly P-a.s. to a Z-valued random variable.

Remark 3.3. At iterationn, the randomvariables (Yi,n)16i6m and (Ym+j,n)16j6r act as switcheswhich
control which components are updated, while the random variables 0i,n, 1j,n, 2i,n and 3j,n model

approximations in the implementation of the operators Qi, Qj, JγCi
, and JγDj

, respectively.

We now present three frameworks for solving Problem 1.2 which are based on specializations

of Theorem 3.2.

3.2. Framework 1

The first approach stems from the observation that Problem 3.1 reduces to Problem 1.2 whenm = 1,

r = p, X1 = H, C1 = A, and (∀k ∈ {1, . . . , p}) Yk = Gk, Mk,1 = Lk, and Dk = Bk. Surprisingly,

this basic observation does not seem to have been exploited in attempts to design random block

activation algorithms for solving Problem 1.1 or Problem 1.2 (or special cases thereof) using the

stochastic quasi-Fejér framework of [13]; see for instance [9, 29, 31, 32].

We derive from Theorem 3.2 the following convergence result.

Proposition 3.4. Consider the setting of Problem 1.2. Set O = {0, 1}1+p r {0}, let γ ∈ ]0, +∞[, let
(λn)n∈N be a sequence in ]0, 2[ such that infn∈N λn > 0 and supn∈N λn < 2, let G1,0, I1,0, (21,n)n∈N,
and (4n)n∈N be H-valued random variables, let ~0, w0, and (dn)n∈N be G-valued random variables,

and let (9n)n∈N be identically distributed O-valued random variables. Set Q = (Id + ∑p

k=1
L∗
k
◦ Lk)−1

and iterate

for n = 0, 1, . . .


Bn = Q
(
I1,n +

∑p

k=1
L∗
k
Fk,n

)
+ 4n

G1,n+1 = G1,n + Y1,n (Bn − G1,n)
I1,n+1 = I1,n + Y1,nλn

(
JγA(2G1,n+1 − I1,n) + 21,n − G1,n+1

)

for k = 1, . . . , p⌊
~k,n+1 = ~k,n + Y1+k,n (LkBn − ~k,n)
Fk,n+1 = Fk,n + Y1+k,nλn

(
JγBk

(2~k,n+1 −Fk,n) + 3k,n − ~k,n+1
)
.

(3.9)

In addition, assume that the following are satisfied:

(i)
∑

n∈N
√
E(‖21,n‖2 | σ(I1,l, v l)06l6n) < +∞,

∑
n∈N

√
E(‖dn‖2 | σ(I1,l, v l)06l6n) < +∞,

∑
n∈N

√
E(‖4n‖2 | σ(I1,l, v l)06l6n) < +∞, and 4n ⇀ 0.

(ii) For every n ∈ N, σ(9n) and σ(I1,l,w l)06l6n are independent.
(iii) For every l ∈ {1, . . . , p + 1}, P[Yl,0 = 1] > 0.

Then (G1,n)n∈N converges weakly P-a.s. to a Z-valued random variable.

Proof. In Problem 3.1, set m = 1, r = p, X1 = H, C1 = A, and, for every k ∈ {1, . . . , p}, Yk = Gk,

Mk,1 = Lk, and Dk = Bk. Further, for every n ∈ N, set 01,n = 4n and, for every k ∈ {1, . . . , p}, set
1k,n = Lk4n. Then it follows from (i) that 01,n ⇀ 0 P-a.s., bn ⇀ 0 P-a.s., and

∑

n∈N

√
E(‖bn‖2 | σ(zl, v l)06l6n) 6

∑

n∈N

√√√
E

(( p∑

k=1

‖Lk‖2
)
‖4n‖2

�����
σ(zl, v l)06l6n

)

=

√√√ p∑

k=1

‖Lk‖2
∑

n∈N

√
E
(
‖4n‖2

��σ(zl, v l)06l6n
)

< +∞. (3.10)
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The assertion therefore results from Theorem 3.2.

3.3. Framework 2

In Framework 1, Problem 3.1 collapses to Problem 1.2 by reducing the number of agents tom = 1.

Here, we use m = p + 1 agents in Problem 3.1 and capture Problem 1.2 by forcing these agents

(x1, . . . , xp+1) to lie in the subspace W of (2.8).

Proposition 3.5. Consider the setting of Problem 1.2. Set O = {0, 1}p+2 r {0}, let γ ∈ ]0, +∞[, let
(λn)n∈N be a sequence in ]0, 2[ such that infn∈N λn > 0 and supn∈N λn < 2, let x0, z0, u0, v0, and

(cn)n∈N beH⊕G-valued random variables, let (4n)n∈N beH-valued random variables, and let (9n)n∈N
be identically distributed O-valued random variables. Set Q = (Id + ∑p

k=1
L∗
k
◦ Lk)−1. Iterate

for n = 0, 1, . . .


for i = 1, . . . , p + 1⌊
Gi,n+1 = Gi,n + Yi,n

(Ii,n + E i,n

2
− Gi,n

)

I1,n+1 = I1,n + Y1,nλn
(
JγA(2G1,n+1 − I1,n) + 21,n − G1,n+1

)

for k = 1, . . . , p⌊
Ik+1,n+1 = Ik+1,n + Yk+1,nλn

(
JγBk

(2Gk+1,n+1 − Ik+1,n) + 2k+1,n − Gk+1,n+1
)

for k = 1, . . . , p + 1⌊
Dk,n+1 = Dk,n + Yp+2,n

(Ik,n + Ek,n

2
− Dk,n

)

Bn = Yp+2,n
(
Q

(
2D1,n+1 − E1,n +

∑p

k=1
L∗
k
(2Dk+1,n+1 − Ek+1,n)

)
+ 4n

)

E1,n+1 = E1,n + Yp+2,nλn (Bn − D1,n+1)
for k = 1, . . . , p⌊
Ek+1,n+1 = Ek+1,n + Yp+2,nλn (LkBn − Dk+1,n+1).

(3.11)

In addition, assume that the following are satisfied:

(i)
∑

n∈N
√
E(‖cn‖2 | σ(zl, vl)06l6n) < +∞ and

∑
n∈N

√
E(‖4n‖2 | σ(zl, v l)06l6n) < +∞.

(ii) For every n ∈ N, σ(9n) and σ(zl, vl)06l6n are independent.
(iii) For every l ∈ {1, . . . , p + 2}, P[Yl,0 = 1] > 0.

Then (G1,n)n∈N converges weakly P-a.s. to a Z-valued random variable.

Proof. In Problem 3.1, setm = p + 1, r = 1, X1 = H, (Xi)26i6m = (Gi−1)26i6m, and Y1 = H ⊕G. Thus,

Y = Y1 = H ⊕ G = X. Moreover, for every i ∈ {1, . . . , p + 1}, set

M1i : Xi → H ⊕ G : xi ↦→
(
0, . . . , 0, xi︸︷︷︸

ith position

, 0, . . . , 0
)
, (3.12)

which yields

M∗
1i : H ⊕ G → Xi : (x∗1, . . . , x∗p+1) ↦→ x∗i . (3.13)

Further, denote by x = (x1, . . . , xp+1) a generic element in H ⊕ G and define D1 = NW, whereW is
the subspace of (2.8). In this configuration, (3.1) reduces to

find x ∈ H ⊕ G such that 0 ∈
p+1?

i=1

Cixi + NWx. (3.14)
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We observe that

(∀i ∈ {1, . . . , p + 1}) (∀l ∈ {1, . . . , p + 1}) M∗
1i ◦M1l =

{
Id, if i = l;

0, if i ≠ l.
(3.15)

As a result, (Id +M∗ ◦M)−1 = (1/2)Id and we derive from (3.3), (3.7), and (3.13) that

Qp+2 : (z, v) ↦→
z + v

2
and (∀l ∈ {1, . . . , p + 1}) Ql : (z, v) ↦→

Il + E l

2
. (3.16)

Altogether, (3.8) with variables ~1,n = un ∈ H ⊕ G and F1,n = vn ∈ H ⊕ G becomes

for n = 0, 1, . . .


for i = 1, . . . , p + 1⌊
Gi,n+1 = Gi,n + Yi,n

(Ii,n + E i,n

2
− Gi,n

)

Ii,n+1 = Ii,n + Yi,nλn
(
JγCi

(2Gi,n+1 − Ii,n) + 2i,n − Gi,n+1
)

un+1 = un + Yp+2,n
(zn + vn

2
− un

)

vn+1 = vn + Yp+2,nλn
(
projW (2un+1 − vn) + d1,n − un+1

)
,

(3.17)

where d1,n is the error incurred when projecting onto W at iteration n. We derive from (2.8) and

[6, Example 29.19(ii)] that

projW : (x, y1, . . . , yp) ↦→ (s, L1s, . . . , Lps),

where s =

(
Id +

p∑

k=1

L∗k ◦ Lk
)−1 (

x +
p∑

k=1

L∗kyk

)
. (3.18)

Set (∀n ∈ N) d1,n = (4n, L14n, . . . , Lp4n). Then we infer from (i) that

∑

n∈N

√
E
(
‖d1,n‖2

��σ(zl, v l)06l6n
)
6

∑

n∈N

√√√
E

((
1 +

p∑

k=1

‖Lk‖2
)
‖4n‖2

�����
σ(zl, v l)06l6n

)

=

√√√
1 +

p∑

k=1

‖Lk‖2
∑

n∈N

√
E
(
‖4n‖2

��σ(zl, v l)06l6n
)

< +∞. (3.19)

Thus, it follows from Theorem 3.2 that, with Z denoting the set of solutions to (3.14),

the sequence
(
G1,n, G2,n, . . . , Gp+1,n

)
n∈N in (3.17) converges weakly P-a.s.

to a Z-valued random variable x =
(
G1, G2, . . . , Gp+1

)
if Z ≠ ∅. (3.20)

Next, we specialize (3.14) to

C1 = A and (∀i ∈ {2, . . . , p + 1}) Ci = Bi−1. (3.21)

In this context, (3.17) reduces to (3.11). Recalling that Z denotes the set of solutions to Problem 1.2,
in view of (3.20), it remains to show that

Z =
{
(x1, L1x1, . . . , Lpx1) | x1 ∈ Z

}
. (3.22)
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Let x ∈ H ⊕ G. We have

x ∈ Z ⇔ x solves (3.14)

⇔



x ∈ W

(∃ x∗ ∈ W⊥) 0 ∈
p+1
×
i=1

Cixi + x∗

⇔
{
(∃ x1 ∈ H) x = (x1, L1x1, . . . , Lpx1)
(∃ x∗ ∈ W⊥) 0 ∈ Ax1 × B1 (L1x1) × · · · × Bp (Lpx1) + x∗

⇔




(∃ x1 ∈ H) x = (x1, L1x1, . . . , Lpx1)
(∃ (y∗1, . . . , y∗p) ∈ G) (0, 0, . . . , 0) ∈

Ax1 × B1 (L1x1) × · · · × Bp (Lpx1) +
( p∑

k=1

L∗ky
∗
k,−y∗1, . . . ,−y∗p

)

⇔




(∃ x1 ∈ H) x = (x1, L1x1, . . . , Lpx1)

(∃ (y∗1, . . . , y∗p) ∈ G)
{
0 ∈ Ax1 +

∑p

k=1
L∗
k
y∗
k

(∀k ∈ {1, . . . , p}) y∗
k
∈ Bk(Lkx1).

⇔
{
(∃ x1 ∈ H) x = (x1, L1x1, . . . , Lpx1)
0 ∈ Ax1 +

∑p

k=1
L∗
k

(
Bk(Lkx1)

)

⇔ (∃ x1 ∈ Z) x = (x1, L1x1, . . . , Lpx1), (3.23)

which completes the proof.

3.4. Framework 3

Our last algorithm connects Problem 1.2 to Problem 3.1 bymeans of a coupling operatorCmapping

to an auxiliary space K and such that kerC coincides with the spaceW of (2.8).

Proposition 3.6. Consider the setting of Problem 1.2, let (Kj)16j6r be separable real Hilbert spaces,
set

K =

r⊕

j=1

Kj, (3.24)

and let

C : H ⊕ G → K : x ↦→
(
p+1∑

i=1

Cjixi

)

16j6r

(3.25)

be linear, bounded, and such that kerC = W. Define V as in (3.2), where M is replaced with C,

and decompose its projection operator as projV : x ↦→ (Rjx)16j6p+1+r, where R1 : H ⊕ G ⊕ K → H,

(∀i ∈ {1, . . . , p}) R1+i : H ⊕ G ⊕ K → Gi, and (∀k ∈ {1, . . . , r}) Rp+1+k : H ⊕ G ⊕ K → Kk. Set

O = {0, 1}p+1+r r {0}, let γ ∈ ]0, +∞[, let (λn)n∈N be a sequence in ]0, 2[ such that infn∈N λn > 0 and

supn∈N λn < 2, let x0, z0, (an)n∈N, and (cn)n∈N be H ⊕ G-valued random variables, let ~0, w0, and
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(bn)n∈N be K-valued random variables, and let (9n)n∈N be identically distributed O-valued random

variables. Iterate

for n = 0, 1, . . .


G1,n+1 = G1,n + Y1,n
(
R1 (zn,wn) + 01,n − G1,n

)

I1,n+1 = I1,n + Y1,nλn
(
JγA

(
2G1,n+1 − I1,n

)
+ 21,n − G1,n+1

)

for k = 1, . . . , p⌊
Gk+1,n+1 = Gk+1,n + Yk+1,n

(
Rk+1 (zn,wn) + 0k+1,n − Gk+1,n

)

Ik+1,n+1 = Ik+1,n + Yk+1,nλn
(
JγBk

(
2Gk+1,n+1 − Ik+1,n

)
+ 2k+1,n − Gk+1,n+1

)

for j = 1, . . . , r⌊
~j,n+1 = ~j,n + Yp+1+j,n

(
Rp+1+j(zn,wn) + 1j,n − ~j,n

)

F j,n+1 = F j,n − Yp+1+j,nλn~j,n+1.

(3.26)

In addition, assume that the following are satisfied:

(i)
∑

n∈N
√
E(‖an‖2 | σ(zl,w l)06l6n) < +∞,

∑
n∈N

√
E(‖bn‖2 | σ(zl,w l)06l6n) < +∞,

∑
n∈N

√
E(‖cn‖2 | σ(zl,w l)06l6n) < +∞, an ⇀ 0 P-a.s., and bn ⇀ 0 P-a.s.

(ii) For every n ∈ N, σ(9n) and σ(zl,w l)06l6n are independent.
(iii) For every l ∈ {1, . . . , p + 1 + r}, P[Yl,0 = 1] > 0.

Then (G1,n)n∈N converges weakly P-a.s. to a Z-valued random variable.

Proof. In Problem 3.1, setm = p+1, X1 = H, (Xi)26i6m = (Gi−1)26i6m,Y = K, for every j ∈ {1, . . . , r},
Dj = N{0}, and, for every i ∈ {1, . . . ,m}, Mji = Cji. Thus, the subspace V of (3.2) becomes

V =

{
(x, y) ∈ X ⊕ Y

���� (∀j ∈ {1, . . . , r}) yj =
p+1∑

i=1

Cjixi

}
, (3.27)

Further, denote by x = (x1, . . . , xp+1) a generic element inH⊕G. In this configuration, (3.1) reduces

to

find x ∈ H ⊕ G such that (∀i ∈ {1, . . . , p + 1}) 0 ∈ Cixi +
r∑

j=1

C∗
ji

(

N{0}

( p+1∑

l=1

Cjlxl

))

. (3.28)

We note that Proposition 3.6 is the application of Theorem 3.2 to (3.28) when

C1 = A and (∀i ∈ {2, . . . , p + 1}) Ci = Bi−1. (3.29)

Let Z be the set of solutions to (3.28) in the context of (3.29). Recalling that Z denotes the set of

solutions to Problem 1.2, it remains to show that

Z =
{
(x1, L1x1, . . . , Lpx1) | x1 ∈ Z

}
. (3.30)

Let x ∈ H ⊕ G. It follows at once from (3.25) that

]W (x) = ]{0} (Cx). (3.31)

Hence, we deduce from [6, Corollary 16.53] that

NWx = C∗ (N{0} (Cx)
)
=

(
r∑

j=1

C∗
ji

(
N{0}

( p+1∑

l=1

Cjlxl

)))

16i6p+1
. (3.32)
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Note that the sets in (3.32) are nonempty if and only if x ∈ W. Consequently,

x ∈ Z ⇔ x solves (3.28) ⇔ x solves (3.14) (3.33)

and the claim follows from (3.23).

Let us provide some examples of implementations of Proposition 3.6.

Example 3.7. In Proposition 3.6, set r = p, K = G, and, for every k ∈ {1, . . . , p} and every

i ∈ {1, . . . , p + 1},

Cki =




Lk, if i = 1;

−Id, if i = k + 1;

0, otherwise.

(3.34)

Let x ∈ H ⊕ G, let y ∈ G, and set q = (2Id + ∑p

k=1
L∗
k
◦ Lk)−1 (2x1 +

∑p

k=1
L∗
k
(xk+1 + yk)). Then, for

every i ∈ {1, . . . , p + 1},

Ri(x, y) =




q, if i = 1;

1

2

(
Li−1q + xi − yi−1

)
, if 2 6 i 6 p + 1;

1

2

(
Li−p−1q − xi−p + yi−p−1

)
, if p + 2 6 i 6 2p + 1.

(3.35)

Let (4n)n∈N be H-valued random variables such that
∑

n∈N
√
E(‖4n‖2 | σ(zl,w l)06l6n) < +∞ and

4n ⇀ 0 P-a.s. and set

Q =

(
2Id +

p∑

k=1

L∗k ◦ Lk
)−1

. (3.36)

Then (3.26) becomes

for n = 0, 1, . . .


@n = Q
(
2I1,n +

p∑

k=1

L∗k (Ik+1,n +Fk,n)
)
+ 4n

G1,n+1 = G1,n + Y1,n (@n − G1,n)
I1,n+1 = I1,n + Y1,nλn

(
JγA

(
2G1,n+1 − I1,n

)
+ 21,n − G1,n+1

)

for k = 1, . . . , p


Gk+1,n+1 = Gk+1,n + Yk+1,n
(Lk@n + Ik+1,n −Fk,n

2
− Gk+1,n

)

Ik+1,n+1 = Ik+1,n + Yk+1,nλn
(
JγBk

(
2Gk+1,n+1 − Ik+1,n

)
+ 2k+1,n − Gk+1,n+1

)

for k = 1, . . . , p


~k,n+1 = ~k,n + Yp+1+k,n
(Lk@n − Ik+1,n +Fk,n

2
− ~k,n

)

Fk,n+1 = Fk,n − Yp+1+k,nλn~k,n+1

(3.37)

and Proposition 3.6 asserts that (G1,n)n∈N converges weakly P-a.s. to a solution to Problem 1.2.
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The next examples focus on the special case of Problem 1.2 in which, for every k ∈ {1, . . . , p},
Gk = H and Lk = Id, that is,

find x ∈ H such that 0 ∈ Ax +
p∑

k=1

Bkx. (3.38)

Example 3.8. Consider the setting of Example 3.7 where, for every k ∈ {1, . . . , p}, Gk = H and

Lk = Id. Then, in view of (3.34) the operator C is defined by setting, by for every k ∈ {1, . . . , p}
and every i ∈ {1, . . . , p + 1},

Cki =




Id, if i = 1;

−Id, if i = k + 1;

0, otherwise.

(3.39)

Further, the operator Q of (3.36) is just (p + 2)−1Id. Thus, (3.26) becomes

for n = 0, 1, . . .


@n =
1

p + 2

(
2I1,n +

p∑

k=1

(Ik+1,n +Fk,n)
)

G1,n+1 = G1,n + Y1,n (@n − G1,n)
I1,n+1 = I1,n + Y1,nλn

(
JγA

(
2G1,n+1 − I1,n

)
+ 21,n − G1,n+1

)

for k = 1, . . . , p


Gk+1,n+1 = Gk+1,n + Yk+1,n
(@n + Ik+1,n −Fk,n

2
− Gk+1,n

)

Ik+1,n+1 = Ik+1,n + Yk+1,nλn
(
JγBk

(
2Gk+1,n+1 − Ik+1,n

)
+ 2k+1,n − Gk+1,n+1

)

for k = 1, . . . , p


~k,n+1 = ~k,n + Yp+1+k,n
(@n − Ik+1,n +Fk,n

2
− ~k,n

)

Fk,n+1 = Fk,n − Yp+1+k,nλn~k,n+1

(3.40)

and Proposition 3.6 asserts that (G1,n)n∈N converges weakly P-a.s. to a solution to (3.38).

Example 3.9. In Proposition 3.6, set r = p + 1, K = Hp+1, and, for every k ∈ {1, . . . , p + 1} and
every i ∈ {1, . . . , p + 1},

Cki =




p

p + 1
Id, if k = i;

− 1

p + 1
Id, if k ≠ i.

(3.41)

Then kerC is the subspace of all the vectors x ∈ Hp+1 such that, for every i ∈ {1, . . . , p + 1},
xi = (p + 1)−1 ∑p+1

j=1 xj. Hence, for every i ∈ {1, . . . , 2p + 2}, every x ∈ Hp+1, and every y ∈ Hp+1,

Ri(x, y) =




1

2
(xi + yi) +

1

2(p + 1)

p+1∑

j=1

(xj − yj), if i 6 p + 1;

1

2
(xi + yi) −

1

2(p + 1)

p+1∑

j=1

(xj + yj), if p + 2 6 i 6 2p + 2.

(3.42)

15



Then (3.26) becomes

for n = 0, 1, . . .


G1,n+1 = G1,n + Y1,n
(I1,n +F1,n

2
+ 1

2(p + 1)

p+1∑

l=1

(Il,n −F l,n) − G1,n

)

I1,n+1 = I1,n + Y1,nλn
(
JγA

(
2G1,n+1 − I1,n

)
+ 21,n − G1,n+1

)

for k = 1, . . . , p


Gk+1,n+1 = Gk+1,n + Yk+1,n
(Ik+1,n +Fk+1,n

2
+ 1

2(p + 1)

p+1∑

l=1

(Il,n −F l,n) − Gk+1,n
)

Ik+1,n+1 = Ik+1,n + Yk+1,nλn
(
JγBk

(
2Gk+1,n+1 − Ik+1,n

)
+ 2k+1,n − Gk+1,n+1

)

for j = 1, . . . , p + 1


~j,n+1 = ~j,n + Yp+1+j,n
(Ij,n +F j,n

2
− 1

2(p + 1)

p+1∑

l=1

(Il,n +F l,n) − ~j,n

)

F j,n+1 = F j,n − Yp+1+j,nλn~j,n+1

(3.43)

and Proposition 3.6 asserts that (G1,n)n∈N converges weakly P-a.s. to a solution to (3.38).

Remark 3.10. In Example 3.8, the operator C applied to x ∈ Hp+1 couples each agent in

(x2, . . . , xp+1) with x1. In Example 3.9 the operator C applied to x ∈ Hp+1 couples each agent in

(x1, . . . , xp+1) with the average of all the agents. Various alternative coupling operators C can be

considered to enforce the condition x1 = · · · = xp+1.

3.5. Computation of inverse operators

The existing algorithms presented in Section 2.2 require the computation of norms of arbitrary lin-

ear operators whereas the proposed algorithms of Section 3.2–3.4 require the inversion of strongly

positive Hermitian operators of the type Id + L∗ ◦ L. Note that, because of the strongly positive

hermitian structure of Id+L∗◦L, the computation of the inverse is typically much cheaper than the

computation of the norm of L in (2.10) or those of (U1/2
k

LkW
1/2)16k6p in (2.12). In a finite dimension

setting, in full generality, if Id + L∗ ◦ L has size N, its inversion via the Cholesky decomposition

method requires about N3/6 multiplications. However, this complexity can be reduced in several

standard scenarios. Here are two examples in H = RN that will be used in Section 5.

Example 3.11.

(i) If, for every k ∈ {1, . . . , p}, Lk = Id. Then




(
Id +∑p

k=1
L∗
k
◦ Lk

)−1
=

1

1 + p
Id

(
2Id + ∑p

k=1
L∗
k
◦ Lk

)−1
=

1

2 + p
Id.

(3.44)

The cost of the inversion is $ (1).
(ii) Suppose that, for every k ∈ {1, . . . , p}, Lk is a block-Toeplitz. Then, following a standard

argument [2], each Lk can be approximated by a block-circulant matrix with convolution
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kernel ℓk and




(
Id +

p∑

k=1

L∗k ◦ Lk
)−1

: x ↦→ F−1
(
F(x) ÷

(
1 +

p∑

k=1

|F(ℓk) |2
))

(
2Id +

p∑

k=1

L∗k ◦ Lk
)−1

: x ↦→ F−1
(
F(x) ÷

(
2 +

p∑

k=1

|F(ℓk) |2
))
.

(3.45)

whereF denotes the discrete Fourier transform and ÷ denotes pointwise division. The cost

of the inversion using the fast Fourier transform is$ (N log(N)) [2].
(iii) The worst case is if the operators (Lk)16k6p does not present a special structure. Even so, the

composed operators Id+∑p

k=1
L∗
k
◦Lk and 2Id+

∑p

k=1
L∗
k
◦Lk are symmetric and positive-definite.

Hence they admit a Cholesky decomposition. The cost of computing the Cholesky decom-

position is $ (N3) (one time) and the cost of solving the linear system using the Cholesky

decomposition is$ (N2). It will be shown in the numerical experiments that in the case when

no special structure is present, Framework 2 is preferred since the application of the inverse

operator does not occur at every iteration.

§4. Minimization problems

We dedicate this section to the minimization setting of Problem 1.1. Let us first formalize the con-

nection between Problem 1.1 and Problem 1.2.

Proposition 4.1. In Problem 1.2, set A = mf and (∀k ∈ {1, . . . , p}) Bk = mgk. Then every solution to

to (1.2) solves Problem 1.1.

Proof. Set L : H → G : x ↦→ (L1x, . . . , Lpx) and g : G → ]−∞, +∞] : y ↦→ ∑p

k=1
gk (yk). Then

L∗ : G → H : y ↦→ ∑p

k=1
L∗
k
yk. Hence, it follows from [6, Proposition 16.9] that

x ∈ zer

(
mf +

p∑

k=1

L∗k ◦ (mgk) ◦ Lk
)
= zer

(
mf + L∗ ◦ (mg) ◦ L

)
. (4.1)

However, [6, Proposition 27.5(i)] asserts that

zer

(
mf +

p∑

k=1

L∗ ◦ (mg) ◦ L
)
⊂ Argmin

(
f + g ◦ L

)
= Argmin

(
f +

p∑

k=1

gk ◦ Lk
)
, (4.2)

which confirms the claim.

Problem 1.1 relies on the assumption that zer(mf + ∑p

k=1
L∗
k
◦ (mgk) ◦ Lk) ≠ ∅. Let us provide

sufficient conditions that guarantee it.

Proposition 4.2. Let H be a separable real Hilbert space and f ∈ Γ0 (H). For every k ∈ {1, . . . , p}, let
Gk be a separable real Hilbert space, let gk ∈ Γ0 (Gk), and let 0 ≠ Lk : H → Gk be linear and bounded.

Set

S =
{
(Lkx − yk)16k6p | x ∈ dom f and (∀k ∈ {1, . . . , p}) yk ∈ dom gk

}
. (4.3)

Then zer(mf + ∑p

k=1
L∗
k
◦ (mgk) ◦ Lk) ≠ ∅ if the following hold:
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(i) f (x) +∑p

k=1
gk (Lkx) → +∞ as ‖x‖ → +∞.

(ii) Any of the following is satisfied:

(a) The cone generated by S is a closed vector subspace of G.

(b) For every k ∈ {1, . . . , p}, gk is real-valued.
(c) H and (Gk)16k6p are finite-dimensional, and there exists x ∈ ri dom f such that

(∀k ∈ {1, . . . , p}) Lkx ∈ ri dom gk, (4.4)

where ri stands for the relative interior.

Proof. Set L : H → G : x ↦→ (L1x, . . . , Lpx) and g : G → ]−∞, +∞] : y ↦→ ∑p

k=1
gk (yk). Then L is

linear and bounded, g ∈ Γ0 (G), S =
{
Lx − y | x ∈ dom f and y ∈ domg

}
, and f+g◦L = f+∑p

k=1
gk◦

Lk. On the other hand, it follows from (ii) that 0 ∈ S, which implies that dom(f + g ◦L) ≠ ∅. Thus,
because f +g ◦L is also lower semicontinuous and convex, we have f +g ◦L ∈ Γ0 (H). Hence, since
(i) states that f (x) + g(Lx) → +∞ as ‖x‖ → +∞, it follows from [6, Proposition 11.15(i)] that

Argmin(f + g ◦ L) ≠ ∅. (4.5)

However, (ii) and [6, Proposition 27.5(iii)] guarantee that

Argmin(f + g ◦ L) = zer
(
mf + L∗ ◦ (mg) ◦ L

)
, (4.6)

which completes the proof.

In view of Proposition 4.1 and (2.4), we obtain the following solution methods for Problem 1.1.

Corollary 4.3. Consider the setting of Problem 1.1 and set F = Argmin(f + ∑p

k=1
gk ◦ Lk). In

(3.9), (3.11), and (3.26), replace the resolvent operators (JγA, JγB1, . . . , JγBp
) by the proximity operators

(proxγf, proxγg1, . . . , proxγgp). Then Propositions 3.4, 3.5, and 3.6 provide sequences (G1,n)n∈N which

converges weakly P-a.s. to an F-valued random variable.

§5. Numerical experiments

5.1. Preamble

We present four experiments to illustrate the numerical behavior of the three algorithmic frame-

works presented in Section 3. These algorithms are initialized by setting x0, z0, ~0, and w0 to 0,

and they use the proximal parameter γ = 1.0 and the relaxation strategy (∀n ∈ N) λn = 1.9.

The random variable 90 activates operator indices in {1, . . . , p + 1} (Framework 1), {1, . . . , p + 2}
(Framework 2), and {1, . . . , 2p + 1} (Framework 3 using Example 3.7), with a uniform distribution.

We also provide comparisons with the existing methods of Section 2.2 when applicable, because

they do provide almost sure iterate convergence to a solution, although they do not satisfy the

requirements R2–R3:

• Algorithm (2.11) is initialized with G1,0 = 0 and ~0 = 0. Further, for every k ∈ {1, . . . , p},
πk = 1/p and, to enforce (2.10), we set g0 = 0.9/√p and f0 = 1/

(√
pmax16k6p ‖Lk‖2

)
. In

addition we set j0 = 0.5, η = 0.5, and δ = 1.5. We recall that Algorithm (2.11) can activate

only one operator at each iteration and does not satisfy R2–R4.
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• Algorithm (2.13) is initialized with G1,0 = 0 and v0 = 0. Further, W = 0.9τId and, for every

k ∈ {1, . . . , p}, Uk = (τ/‖Lk‖2)Id, where λn ≡ 1 and, to enforce (2.12), τ = 1/√2p. We recall

that Algorithm (2.13) does not satisfy R2–R3.

These parameters were found to enhance the performance of these two algorithms. The first three
experiments (Sections 5.2–5.4) correspond to minimization problems fitting the format of Prob-

lem 1.1. The last experiment (Section 5.5) is a non-minimization problem that fits the format of

Problem 1.2, and Algorithm (2.11) is therefore not applicable.

5.2. Signal restoration

The goal is to recover the original signal x ∈ H = RN (N = 1000) shown in Figure 2(a) fromM = 10

noisy observations (rl)16l6M given by

(∀l ∈ {1, . . . ,M}) rl = Llx + wl (5.1)

where, for every l ∈ {1, . . . ,M}, Ll : RN → R
N is a known linear operator, ηl ∈ ]0, +∞[,

and wl ∈ [−ηl, ηl]N is the realization of a bounded random noise vector. The parameters

(ηl)16l6M ∈ ]0, +∞[M are not known exactly and underestimated by (ξl)16l6M ∈ ]0, +∞[M. For
every l ∈ {1, . . . ,M}, Ll is a Gaussian convolution filter with zero mean and standard deviation

taken uniformly in [20, 40], ηl = 0.1, wl is taken uniformly in [−ηl, ηl]N, and ξl = 0.07. Set, for

every l ∈ {1, . . . ,M} and every j ∈ {1, . . . ,N}, Zl,j = [〈rl | ej〉 − ξl, 〈rl | ej〉 + ξl]. Since the intersection
of these sets is empty, we cannot recover the signal by solving the associated convex feasibility
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Figure 2: Experiment of Section 5.2. (a): Original signal x. (b): Noisy observation r1.
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Figure 3: Experiment of Section 5.2. Solution produced by Framework 2.

problem. Instead, our objective is to solve an instantiation of Problem 1.1 with p = MN, to wit,

minimize
x∈RN

α‖x‖ +
M∑

l=1

N∑

j=1

dZl,j

(
〈Llx | ej〉

)
, (5.2)

where α = 0.05. Since, for every x ∈ RN, α‖x‖ 6 α‖x‖ + ∑M
l=1

∑N
j=1 dZl,j

(
〈Llx | ej〉

)
, condition (i) in

Proposition 4.2 holds. In addition, for every l ∈ {1, . . . ,M} and every j ∈ {1, . . . ,N}, dZl,j
is real-

valued. Hence, condition (ii)(b) in Proposition 4.2 holds as well, which confirms that (5.2) is an

instance of Problem 1.1. We can thus invoke Corollary 4.3. The three frameworks of Sections 3.2–

3.4 are used to solve (5.2), where the operator C in Proposition 3.6 is that of Example 3.7. Two

experiments are conducted: the random variable 90 produces (a) 1 activation with 1 core; and (b)

8 activations with 8 cores. Given γ ∈ ]0, +∞[, the operators (proxγdZl,j )16l6M,16j6N are computed

via [6, Example 24.28] and proxγ‖·‖ via [6, Example 24.20]. Furthermore, the convolutions are and
the inversions of linear operators are implemented using the fast Fourier transform [2]; see Exam-

ple 3.11(ii). As mentioned in Section 5.1, we also compare with:

• Algorithm (2.11), which can activate only one operator at each iteration.

• Algorithm (2.13), where the random variable 90 activates (a) 1; and (b) 8 indices in {1, . . . , p}
with a uniform distribution at each iteration.
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Figure 4: Experiment of Section 5.2. Normalized error 20 log10 (‖G1,n−G∞‖/‖G1,0−G∞‖) (dB) versus
execution time (s). (a): Block size 1 with 1 core. (b): Block size 8 with 8 cores. Green:

Framework 1. Orange: Framework 2. Blue: Framework 3 with Example 3.7. Dashed violet:

Algorithm (2.11). Dashed red: Algorithm (2.13).
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The solution produced by Framework 2 is shown in Figure 3. We display in Figure 4 the normalized

error versus execution time.

5.3. Overlapping group lasso regression

We address the overlapping group lasso regression problem of [42]. Here H = RN and q groups

of indices (Ik)16k6q in {1, . . . ,N} are present, with
⋃q

k=1
Ik = {1, . . . ,N}. In addition, for every

k ∈ {1, . . . , q},

Sk : R
N → Rcard Ik : x = (ξj)16j6N ↦→ (ξj)j∈Ik . (5.3)

The goal is to

minimize
x∈RN

α

2
‖Ax − b‖2 + 1

q

q∑

k=1

‖Skx‖, (5.4)

where A ∈ RM×N, b = (βl)16l6M ∈ RM, and α ∈ ]0, +∞[. In the experiment, M = 1200, N = 3610,

q = 40, and, as in [42], α = 5/q2. The entries of A are i.i.d. samples from a N(1, 10) distribution.
The entries of the reference vector x̄ ∈ RN are i.i.d. samples from a uniform distribution on [0, 10],
and b = Ax̄ +w, where w ∈ RM has entries that are i.i.d. samples from aN(0, 0.1) distribution. We

split the term ‖Ax − b‖2 into a sum of 30 blocks of 40 entries each. Finally, the groups are defined
by

(∀k ∈ {1, . . . , q}) Ik = {90k − 89, . . . , 90k + 10}. (5.5)

Let (al)16l6M be the rows of A. Then (5.4) is equivalent to

minimize
x∈RN

p∑

k=1

gk
(
Lkx

)
, (5.6)

where p = 70,

(∀k ∈ {1, . . . , 30})
{
Lk : R

N → R40 : x ↦→
(
〈x | al〉

)
40(k−1)+16l640k

gk : R
40 → R : y ↦→ α

2
‖y − (βl)40(k−1)+16l640k‖2,

(5.7)

and

(∀k ∈ {31, . . . , 70})



Lk : R
N → R100 : x ↦→ Sk−30x

gk : R
100 → R : y ↦→ 1

q
‖y‖. (5.8)

Let x = (ξl)16l6N ∈ RN and j ∈ {1, . . . ,N}. Since ⋃q

k=1
Ik = {1, . . . ,N},

1

q

q∑

k=1

‖Skx‖ =
1

q

q∑

k=1

‖(ξl)l∈Ik ‖ =
1

q

q∑

k=1

√∑

l∈Ik
|ξl |2 >

1

q
|ξj |. (5.9)

In turn,

70∑

k=1

gk
(
Lkx

)
= ‖Ax − b‖2 + 1

q

q∑

k=1

‖Skx‖ >
1

qN

N∑

j=1

|ξj | >
1

qN

√√√ N∑

j=1

|ξj |2 =
1

qN
‖x‖, (5.10)
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which ensures that condition (i) in Proposition 4.2 holds. In addition, for every k ∈ {1, . . . , 70}, gk
is real-valued. Hence, condition (ii)(b) in Proposition 4.2 holds as well. Therefore Proposition 4.2

guarantees that (5.6) is an instance of Problem 1.1 and we invoke Corollary 4.3 to justify the con-

vergence of the algorithms. We employ the three frameworks of Sections 3.2–3.4 to solve (5.4),

where the operator C in Proposition 3.6 is that defined in Example 3.7. Two experiments are con-

ducted: the random variable 90 produces (a) 1 activation with 1 core; and (b) 8 activations with 8

cores. Given γ ∈ ]0, +∞[ and z ∈ R40, we compute the proxγ‖·‖ via [6, Example 24.20], proxγ‖·−z‖2
via [6, Proposition 24.8(i)], and the inverse operators are computed by solving the linear systems

with Example 3.11(iii). We also compare with:

• Algorithm (2.11).

• Algorithm (2.13), where the random variable 90 activates (a) 1; and (b) 8 indices in {1, . . . , p}
with a uniform distribution at each iteration.

We display in Figure 5 the normalized error versus execution time.
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Figure 5: Experiment of Section 5.3. Normalized error 20 log10 (‖G1,n−G∞‖/‖G1,0−G∞‖) (dB) versus
execution time (s). (a): Block size 1 with 1 core. (b): Block size 8 with 8 cores. Green:

Framework 1. Orange: Framework 2. Blue: Framework 3 with Example 3.7. Dashed violet:
Algorithm (2.11). Dashed red: Algorithm (2.13).

5.4. Classification using the hinge loss

We address a binary classification problem. The training data samples (uk, ξk)16k6p are in RN ×
{−1, 1} and the goal is to learn a linear classifier x ∈ H = RN. For this purpose, we solve the

instance of Problem 1.1 corresponding to the support vector machine model

minimize
x∈RN

α

2
‖x‖2 + 1

p

p∑

k=1

gk (x), (5.11)

where α ∈ ]0, +∞[ and, for every k ∈ {1, . . . , p}, gk : x ↦→ max{0, 1 − ξk〈x | uk〉}. In the experi-
ment, N = 1500, α = 1, p = 750, and, for every k ∈ {1, . . . , p}, the entries of uk are i.i.d. samples

from a N(100, 10) distribution, and (ξk)16k6p are i.i.d. samples from a uniform distribution on

{−1, 1}. Since, for every x ∈ RN, (α/2)‖x‖2 6 (α/2)‖x‖2 + ∑p

k=1
gk (x), condition (i) in Proposi-

tion 4.2 holds. In addition, for every k ∈ {1, . . . , p}, gk is real-valued, so that condition (ii)(b) in

Proposition 4.2 holds as well. This guarantees that (5.11) is an instance of Problem 1.1 and we
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can therefore invoke Corollary 4.3. We employ four methods to solve this problem: Framework 1,

Framework 2, and Framework 3 using the operatorsC defined in Examples 3.8 and 3.9. In the case

of Example 3.9 in Framework 3, the randomvariable 90 activates indices uniformly in {1, . . . , 2p+2}.
Three experiments are conducted: the random variable 90 produces (a) 1 activation with 1 core; (b)

8 activations with 8 cores, and (c) 32 activations with 32 cores. Given γ ∈ ]0, +∞[, the operators
(proxγgk)16k6p are computed via [6, Example 24.37]. The inverse operators are explicitly computed

in Example 3.11(i).
We also compare with:

• Algorithm (2.11), which can activate only one operator at each iteration.

• Algorithm (2.13), where the random variable 90 activates (a) 1; (b) 8; and (c) 32 indices in

{1, . . . , p} with a uniform distribution at each iteration.

We display in Figure 6 the normalized error versus execution time for each instances. The execution

time is evaluated based on the assumption that the computation corresponding to each selected

index is assigned to a dedicated core and that all the cores are working in parallel.

5.5. Image reconstruction from phase

In contrast with the previous examples, we consider a data analysis framework, first proposed in

[18], which requires the monotone inclusion format of Problem 1.2 and is not reducible to the
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Figure 6: Experiment of Section 5.4. Normalized error 20 log10 (‖G1,n−G∞‖/‖G1,0−G∞‖) (dB) versus
execution time (s). (a): Block size 1 with 1 core. (b): Block size 8 with 8 cores. (c): Block size

32 with 32 cores. Green: Framework 1. Orange: Framework 2. Blue: Framework 3 with

Example 3.8. Magenta: Framework 3 with Example 3.9. Dashed violet: Algorithm (2.11).

Dashed red: Algorithm (2.13).
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minimization setting of Problem 1.1. The goal is to recover an image in a nonempty closed convex

subset C of H from p nonlinear observations (rk)16k6p produced by Wiener models, namely,

find x ∈ C such that (∀k ∈ {1, . . . , p}) rk = Fk (Lkx), (5.12)

where each operator Fk : Gk → Gk is firmly nonexpansive and each operator Lk : H → Gk is linear

and bounded. In many instances, the operators (Fk)16k6p or (Lk)16k6p may be imperfectly known

or the model may be corrupted by perturbations and, as a result, (5.12) may not have solutions.

A classical approach would be to relax it into a minimization problem such as the least-squares

model

minimize
x∈C

p∑

k=1

‖Fk(Lkx) − rk‖2. (5.13)

However, because of the nonlinearity of the operators (Fk)16k6p, the resulting optimization prob-

lem is nonconvex and usually intractable. The strategy of [18] consists in relaxing (5.12) into the

variational inequality problem

find x ∈ C such that (∀y ∈ C)
p∑

k=1

αk〈Lk(y − x) | Fk(Lkx) − rk〉 > 0, (5.14)

where the weights (αk)16k6p are in ]0, +∞[. As shown there, (5.14) is an exact relaxation of (5.12)

in the sense that, if (5.12) happens to have solutions, they are the same as those of (5.14). Let us

introduce the operators

(∀k ∈ {1, . . . , p}) Bk = αk (Fk − rk), (5.15)

which are maximally monotone by [6, Example 20.30]. Then, in terms of the normal cone operator

of (2.5), (5.14) is equivalent to

find x ∈ H such that 0 ∈ NCx +
p∑

k=1

L∗k
(
Bk(Lkx)

)
. (5.16)

This inclusion problem is now in the format of Problem 1.2 with A = NC, which allows us to apply

the algorithms proposed in Sections 3.2–3.4 to solve it with guaranteed almost sure convergence

of the iterates to a solution.

The specific image recovery problem under consideration is similar to that of [18, Section 5.1].

The goal is to recover the original image x ∈ H = RN (N = 2562) of Figure 7(a) from the following

prior knowledge and p = 62 observations:

(i) Bounds on pixel values: x ∈ C = [0, 255]N.
(ii) The degraded images (rk)16k620 in RN are obtained via a blurring process, addition of noise,

and finally clipping. In terms of the model (5.12), for every k ∈ {1, . . . , 20}, Gk = RN,
rk = Fk(Lkx + wk), where Lk performs convolution with a Gaussian kernel with a standard

deviation of 3,wk ∈ RN is a noise vector with i.i.d. entries uniformly distributed in [−50, 50],
and

Fk : R
N → RN : y ↦→ projC1

y, where C1 = [0, 60]N (5.17)

models a hard clipping process. This nonlinear measurement process models a low-quality

image acquired by a device which saturates at photon counts beyond a certain threshold. As

an example, the first degraded image r1 is shown in Figure 7(b).
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(iii) The degraded images (rk)216k640 in RN are obtained by a process similar to (ii). Here, for

every k ∈ {21, . . . , 40}, the blurring operator Lk performs a convolution in the vertical direc-

tion with a uniform kernel of length 20, the entries of the noise vector wk ∈ RN are i.i.d and

uniformly distributed in [−70, 70], and pixel values beyond 90 are soft-clipped by

Fk : R
N → RN : (ηj)16j6N ↦→

(
90max{0, ηj}

90 + |ηj |

)

16j6N

. (5.18)

As an example, the degraded image r21 is shown in Figure 7(c).

(iv) The degraded images (rk)416k660 in RN are obtained through an image formation process

similar to that of (iii). For every k ∈ {41, . . . , 60}, the blurring operator Lk now performs a
convolution in the horizontal direction with a uniform kernel of length 24, and the entries

of the noise vector wk ∈ RN are i.i.d and uniformly distributed in [−90, 90]. For every k ∈
{41, . . . , 60}, pixel values beyond 90 are soft-clipped by the same operator Fk as in (5.18).

(v) The mean pixel value ρ = 137 of x is known. This information is imposed on a candidate

solution x ∈ RN via the equation 〈x | 1〉 = Nρ, where 1 = (1, . . . , 1) ∈ RN, which corresponds
to the model r61 = F61 (L61x), with G61 = R, L61 = 〈· | 1〉, r61 = Nρ, and F61 = Id.

(vi) The phase θ ∈ [−π, π]N of the 2-D discrete Fourier transform of a noise-corrupted version

of x, i.e., θ = ∠DFT(x + w62), where w62 ∈ RN is uniformly distributed in [−3, 3]. This
information is enforced by forcing a candidate solution to lie in the closed convex set C62 ={
x ∈ RN | ∠DFT(x) = θ

}
, i.e., by enforcing the constraint x = projC62

x. This constraint

(a) (b) (c)

(d) (e)

Figure 7: Experiment of Section 5.5: (a): Original image x. (b): Degraded image r1. (c): Degraded

image r21. (d): Degraded image r41. (e): Recovered image.
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corresponds to the model r62 = F62 (L62x), with G62 = RN, L62 = Id, r62 = 0, and F62 =

Id − projC62
, that is [41],

F62 : R
N → RN : x ↦→ x − IDFT

(��DFT x
��max

{
cos

(
∠(DFT x) − θ

)
, 0

}
exp(yθ)

)
. (5.19)

Due to the presence of the measurement errors (wk)16k660 and w62, problem (5.12) is inconsistent

and we approximate it by (5.15)–(5.16), where α1 = · · · = α62 = 1. To implement the algorithms

of Sections 3.2–3.4, we require the expressions of the resolvent of the operatorsNC and (Bk)16k6p.
The former is just

JNC
= projC : (ξj)16j6N ↦→

(
min{max{0, ξj}, 255}

)
16j6N. (5.20)

For the remaining cases, it follows from (5.15) that the operators (Bk)16k6p are firmly nonexpansive.

We therefore invoke Lemma 2.1 to compute their resolvents. Let γ ∈ ]0, +∞[ and note that [6,

Proposition 23.17(ii)] entails that

(∀k ∈ {1, . . . , p}) JγBk
= JγFk (· + γrk). (5.21)

First, set k ∈ {1, . . . , 20}. Then Fk = projC1
= JNC1

. Hence, upon setting rk = (ρk,j)16j6N, we deduce
from Lemma 2.1(ii) and (5.21) that

JγBk
: (ξj)16j6N ↦→

(
ξj + γρk,j − γmin

{
max

{
0,
ξj + γρk,j

1 + γ

}
, 60

})

16j6N

. (5.22)

On the other hand, for k ∈ {21, . . . , 60}, JγFk : (ηj)16j6N ↦→ (ζj)16j6N, where

(∀j ∈ {1, . . . ,N}) ζj =




ηj − 90(1 + γ) +
√
|ηj − 90(1 + γ) |2 + 360ηj

2
, if ηj > 0;

ηj, otherwise.

(5.23)

Thus, we derive from (5.21) the expressions for JγBk
. Next, we have JγB61 = (1 + γ)−1 (· + γNρ) as a

result of JγF61 = (1 + γ)−1Id and (5.21). Finally, we deduce from [6, Proposition 23.20] that

F62 = Id − projC62
= JN−1

C62
and J(1+γ)−1N−1

C62
◦ (1 + γ)−1Id =

Id − JNC62

1 + γ
=
Id − projC62

1 + γ
. (5.24)

Hence, it follows from Lemma 2.1(ii) that JγB62 = JγF62 = (1 + γ)−1 (Id + γ projC62
), i.e.,

JγB62 : y ↦→ y

1 + γ
+ γ

1 + γ
IDFT

(��DFT y
��max

{
cos

(
∠
(
DFT y

)
− θ

)
, 0

}
exp(yθ)

)
. (5.25)

Lastly, we implement the inversions of linear operators using the fast Fourier transform and Ex-

ample 3.11(ii).

We employ the three frameworks of Sections 3.2–3.4 to solve (5.16), where Proposition 3.6 uses
the operator C defined in Example 3.7. Two experiments are conducted: the random variable 90
produces (a) 1 activation with 1 core; and (b) 8 activations with 8 cores. We compare with Algo-

rithm (2.13), where the random variable 90 activates (a) 1; and (b) 8 indices in {1, . . . , p} with a

uniform distribution. The solution produced by Framework 3 is shown in Figure 7(e). We display

in Figure 8 the normalized error versus execution time on a single processor machine.
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Figure 8: Experiment of Section 5.5: Normalized error 20 log10 (‖G1,n−G∞‖/‖G1,0−G∞‖) (dB) versus
execution time (s). (a): Block size 1 with 1 core. (b): Block size 8 with 8 cores. Green:

Framework 1. Orange: Framework 2. Blue: Framework 3 with Example 3.7. Dashed red:

Algorithm (2.13).

5.6. Discussion

The three proposed frameworks differ in terms of storage requirements, use of resolvent operators,

and use of linear operators.

• Framework 1: It stores 2p + 3 vectors. In addition, for each of the p + 1 random activation

indices, there is one resolvent evaluation.

• Framework 2: It stores 4p + 5 vectors. Out of the p + 2 random activation indices, those in

{1, . . . , p + 1} involve the evaluation of a resolvent. In addition, the linear operators are used

only if index p + 2 is activated.

• Framework 3: It stores 2p + 2r + 2 vectors. Moreover, out of the p + r + 1 random activation

indices, those in {1, . . . , p + 1} involve the evaluation of a resolvent operator, while those in

{p + 2, . . . , p + r + 1} do not require a resolvent evaluation.

Although Framework 1 is the most efficient in terms of storage, it may not always be the fastest,

especially when resolvents are computationally expensive. For instance, in Section 5.5, where it is

the case, Framework 3 is the fastest. Framework 2 has an advantage when the linear operators are

costly, which is the case in Section 5.3. Finally we observe that the existing algorithms (2.11) and

(2.13) which, as discussed in Section 2.2, do not satisfy condition R2–R3, are consistently slower

than the methods proposed in Sections 3.2–3.4.
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